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S - BAND ELECTRONICALLY SCANNED PHASED ARRAY ANTENNA (PAA)
DEVELOPMENT FOR CONTROL AND COMMUNICATIONS OF AIR FORCE

AND NASA SATELLITES
Paul J. Oleski, AFRL, Information Directorate
Robert Patton, 2Lt, USAF AFRL, Information Directorate
Dr. Shiang Liu, Space & Missile Center/Aerospace Corp
Dr. Boris Tomasic, AFRL, Sensor’s Directorate -
John Turtle, AFRL, Sensor’s Directorate
Dean Paschen, Ball Aerospace
Sarjit S. Bharj, Princeton Microwave Technology
Robert Schmier, Alpha Omega Electromagnetics
Bruce Wilber, Custom Manufacturing & Engineering
Bill Asiano, Real Time (RT) Logic

Abstract: The United States Air Force Research Laboratory (AFRL), Space and
Missile Systems Center (SMC), AF Space Battle Lab (AFSB), Aerospace Corp, 3
Small Business Innovative Research (SBIR) contractors, and Ball Aerospace as the
Systems Integrator have designed, fabricated and tested a six panel subarray to
demonstrate the possibility of providing Telemetry, Tracking, Commanding
(TT&C) and Communications to Low Earth Satellites (LEOs) with an electronically
scanned antenna . This paper will give a general overview of the components,

-integration, fabrication, and testing that led to the completion of the six panel
_subarray which is a Proof of Concept (POC) piece of an envisioned dome shaped

antenna for possible replacement of the existing AF Satellite Control Network
(AFSCN) mechanically steered dishes, currently providing TT&C and
Communications signals to the AF Space Command’s and NASA’s GEO, MEO and
LEO satellites. The first Panel of 78 elements was tested at the AFRL/SN Antenna
Measurements Facility in Ipswich Mass. With this successful result Ball Aerospace
under contract to AFSB integrated the AFRL/IF/SN components (Transmit and
Receive (TR) modules, beam formers, radiating elements and antenna control
software) into six combined panels for the demonstration and evaluation of the
subarray at a NASA Flight Test Facility located on Wallops Island, Va. in August
2004. This paper was submitted during the Phased Array at Wallops Island (PAWS)
demonstration. Also an AFRL Portable Universal Ground Processing Unit
(PUGPU) provided remote monitoring and receiving of the TT&C signals
demonstrating a S times reduction in equipment size. Detailed results and analysis
of the antenna evaluation will be available from AF Space Battlelab in Jan 2005.
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1. Introduction
The subject S-Band Electronically Scanned Antenna (ESA) is being developed for a

proposed Geodome Phased Array Antenna (GDPAA) which could replace the
functionality of three, thirty foot mechanically steered dishes which currently support the
AF Satellite Control Network (AFSCN). The main components of the GDPAA System
are a Transmit & Receive (TR) Module by Princeton Microwave Technology, Princeton,
NJ, beam former and radiating elements by Alpha Omega Electromagnetics (AOE),
Amold, MD, and Antenna Control Computer (ACC) by Custom Manufacturing &
Engineering (CME), St Petersburg, FL. An additional part of the system which was part
of the demonstration at Wallops Island and will be an integral part in the future system is
a Portable Universal Ground Processing Unit (PUGPU) by RT Logic which is software
driven electronics to provide remotely configurable frequencies and wave forms.

Low cost component design is critical in developing a practical multi-beam phase array
antenna. Combined RF, digital and monolithic circuits are important but not the only
critical issue. This TR module differs from the previous modules, Ref.3 & 4, in that this
module has a wider frequency band associated with the transmit section. In addition,
diplexers are utilized between each transmit and receive section. Both left-hand and right-
hand polarization is used in a special polarization matrix.

Affordable antenna arrays operating at microwave frequencies are envisioned to consist
of active modules that employ microwave integrated circuits located at each radiating
element of the aperture. The antenna system consists of combined transmit and receive
patch radiators capable of rapid beam motion. Beam agility and high-radiated power
levels in association with the close spacing between the radiators drive the antenna
design. The need for fast beam switching requires digital control circuits to calculate
phase shift settings. A high RF radiated power level developed from closely spaced RF
- amplifiers generates large heat densities. This forces the transmit antenna to increase in
- area to where beam pointing accuracy limits the array size. The great number of elements
in the array emphasizes the need to develop a practical method of distributing control
signals throughout the array. A GDPAA is considered for the AFSCN. Implicit in the
systems functionality is the ability to achieve full-duplex operation. In addition, the array
is capable of controlling fundamental radiation characteristics such as beam width and
size; sidelobe levels, and power, in order to realize the different antenna characteristics
required by various satellites. The array aperture consists of a large number of radiating
elements that are spaced approximately half a wavelength at the upper end of the
operational frequency band. The frequency response and excitation of each element in the
aperture can be independently controlled. The aperture can be fully or partially utilized
either to direct energy over a large volume or intentionally directed in a certain direction.
The capability of the array to provide transmit and receive functions simultaneously and
to rapidly alter the set of configurations is possible due to an active element control
circuit. The active control circuits allow the phase array antenna to control its radiation
characteristics. The aperture can be uniformly illuminated to achieve maximum gain or
tapered to achieve low sidelobes or a shaped beam. The combination of the variable
attenuator and phase shifter in the TR permits the array illumination to be modified and
the antenna beam to be scanned in any direction. The filters specify the portion of the
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aperture used by a particular system. The phase shifter, the variable attenuator and the
amplifier are components that have been developed in Microwave Monolithic Integrated
Circuit technology (MMIC), in the last decade.

The high isolation requirement between transmit and receive channels focused the effort
to investigate what performance measures are achieved when using low-cost ceramic
diplexing filters. MMIC based power amplifiers and low noise amplifiers (LNA) are also
used in the transmit channel. Due to the bandwidth of the transmit section a broadband
phase shifter using low pass and high pass filter sections was designed. The receive band
phase shifter was based on switched line methodology.

2. Phased Array at Wallops Island (PAWS)

A 6 Panel Phased Array Antenna was successfully demonstrated at the NASA,
Wallops Island Flight Facility (WFF); August 2004. This ESA was used to perform all
required modes of operation during its AF SGLS satellite and NASA USB satellite
contacts. Test equipment included the SMC Det 12 Transportable Space Test Resource
(TSTR) and S-Band Transportable Ground Station (STGS), the NASA Telemetry,
tracking, and Command (TT&C) equipment at Wallops and the AFRL/IFG Portable
Universal Ground Processing Unit (PUGPU). The PAT antenna commanded the satellites
to tumm on transponders with S-tones. Carrier lock, demodulator lock on the sidebands,
and bit synch lock were all achieved using the test equipment, showing proper telemetry
operation. Correct ranging values were computed and the system operated in auto track
mode. The operations with TT&C, and ranging, covered all required modes of operation.
A total of 14 different satellites from several NASA and AFSCN operational~ areas
provide link to the PAWS operations under direction of the AF Space Battlelab
(AFSB)/Ball Aerospace demonstration team. The PAWS system was configured to
conduct two simultaneous satellite contacts using a 6-panel phased array antenna. PAWS
operations were conducted daily August 9-20, 2004. The demonstration verified PAWS
capability for TT&C for satellites in different orbits, using transportable AFSCN ground
equipment provided by Det 12/SMC and fixed NASA ground e%uipment provided by
WFF. AF Space Battlelab provided coordination with the 22™ Satellite Operations
(SOPS). 22 SOPS provided the 24/7 Network management for the demonstration by
providing Two Line Elements (TLEs), PAWS and a 12 foot dish STGS and
Transportable Satellite Test Resource (TSTR) status, demonstration scheduling
information, and function as operational focal point for PAWS users. 22 SOPS
integrated the new PAWS site, into the ESD system and AFSCN. NASA and AFSCN
operators provided Satellite Control Authority (SCA) and satellites. Below is a picture of
the PAWS mounted on a steerable pedestal.
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Figurel: Six Panel Phased Array Antenna at Wallops Island (PAWS)

3. TRANSMIT RECEIVE MODULE
The development of the Transmit Receive (TR) modules for the Phase Array Antenna

was accomplished under a Phase II Small Business Innovative Research (SBIR) program
with Princeton Microwave Technology (PmTg) managed by AFLR/IFGC, Rome, NY.
Low design to cost ratio was the overall driving factor conducted from project initiation.
In addition, the cost associated with streamlined design components couldn’t compromise
in the overall Antenna performance requirements. The availability of the active devices
from the PCS markets helped greatly reduced the cost of amplifiers and phase shifters.
Ceteris paribus, the TR component design and implementation were practical, both
effective and economically viable.

Figure 2: TR module

The T/R module, Figure 2.1, is divided into two sections, a four channel RF section and
Digital Controller board. The DC control board produces all necessary controls signals
and voltages for the MMIC’s on board the RF section. The RF Board is composed of two
receive and two transmit channels. The two transmits channels operate at frequencies
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from 1.75-2.1 GHz with a measured gain of 20 dB. The receiver frequency of operation
is 2.2-2.3 GHz with a channel noise figure of 2 dB measured with an overall gain of in
excess of 30 dB. Transmit/receive channel isolation is achieved through a column of 10
low-cost ceramic diplexing filters. In addition, low cost MMIC’s based power amplifiers
are used for the transmit channels. Effort was also directed towards the design of a low-
cost phase shifter. The phase shifter, variable attenuator and amplifier are all TR module
sub-components developed in MMIC. A broadband phase shifter using low pass and high
pass filter sections was designed to accommodate the bandwidth of the transmit channels.
The receive channel phase shifters are based on switched line methodology. The TR
module’s active element control circuit enables the array to provide simultaneous
transmit and receive operation, while seamlessly altering its pattern configurations.

3.1 RF Board

3.1.1 Receiver Layout

The downlink input signal is fed to a high rejection band pass ceramic filter. The input
signal passes through a series of amplifiers, phase shifters, attenuators, and SPDT
switches before reaching the receiver ports. The total gain across the receiver band is 30
dB. Low noise MMIC amplifiers developed for the satellite and radio market are used.
The devices provide a gain of 18 dB with an associated noise figure of 1 dB. The phase
shifter design essentially replaces two single pole double throw switches reducing the
component count by 50%. The receiver phase shifiers are based on the switch line
approach and exhibits a 6dB insertion loss. Insertion loss of the phase shifter is measured
at 8 dB with a total of 0.4 dB throughout all phase states. Polarization switching is
incorporated to enable both LH and RH circular polarization in receive and transmit.
Overall receiver +30db gain is attributed to the engineering of its low-loss components.

3.1.2 Transmitter Layout

The transmit path consists of two input and two output ports to transmit and receive from
the two antenna ports. The transmit phase shifters are designed with low and high-pass
filter sections switched between paths providing 22.5, 45, 90 and 180 + 10 degrees of
phase shift respectfully. Amplitude change for the phase shifter is measured at less than 1
dB for all phase states. The RF path also incorporates a five-bit attenuator (attenuation
levels of 1dB, 2dB, 4dB, 8dB, 16dB); a preamplifier; absorptive type SPDT and
embedded power combiner. The absorptive SPDT switch is used to induce left hand
circular polarization (LHCP) and right hand circular polarization (RHCP) in the signal.
A 90-degree hybrid is used to provide quadrature phase in the input signal. The
quadrature output of the hybrid is amplified to +30 dBm before transmitting through a
high rejection low pass ceramic filter. The overall gain of the transmitter channel is 20

3.1.3 Transmit/Receive Isolation

Transmit and receive isolation is important during vehicle command and tracking. The
isolation prevents the antenna from self jamming. A pair of high Q ceramic resonator -
diplexers is required to maintain optimum performance. The transmit side of the diplexer
filter, inserted after the transmit amplifier, prevents wideband noise from entering the
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receiver, and degrading performance. The receive section of the diplexer, prevents the
coupled transmit signal from degrading the linearity of the receive Low Noise Amplifier
(LNA). The diplexers provide a minimum isolation of 60dB between the high end of the
transmit band and low end of the receive band. Typical insertion loss of 0.7dB and 1.0dB
is achieved in the transmit and receive pass bands respectively.

3.2 Digital Controller Board

The purpose of the serial to parallel bus arbitrator is to accept serial commands and unit
address data and pass these commands to a parallel bus connected to a uniquely
addressed unit. The input signals to this circuit are data, clock and latch; the outputs are
16 parallel command lines connected to a single programmable unit. Four addressable
units are grouped into a single TR module. In order to avoid hardware redundancy, one
unit can be addressed with a base address and the remaining three can be indirectly
addressed. In addition, to compensate for data and clock line fan out for a large number
of modules; a single module can act as a "Master" module for several modules by
buffering the clock, data and latch lines. 32 bits of serial data are clocked into a 32-bit
wide shift register. Command data is stored in bits 0 to 15 and the desired unit's address
is stored in bits 16 to 31 allowing for 65536 possible units. Once all 32 serial bits are
stored in the shift register, a unit with a matching address is determined to exist, and the
latch line is subsequently set high for a clock pulse, commands are latched out to the
addressed 16 line parallel bus. In each unit, the channel is indirectly addressed 0-3 by
subtracting the module's base address from the intended unit’s address. The serial to
parallel bus arbitrator circuit is now ready to receive the next serial stream of data.

4. BEAM FORMER AND RADIATING ELEMENTS

Under an Air Force Phase II SBIR effort entitled “Affordable Beam Forming Network
for TT&C Phased Array Antenna,” managed by AFRL/SNHA, Hanscom AFB, MA,
- Alpha Omega Electromagnetics, LLC (AOE) researched and demonstrated an important
and timely technological need, specifically the practical development and demonstration
of low-cost, passive dual-frequency, multi-beam phased array subarray technology. This
low-cost subarray technology is the fundamental building block required for the practical
realization of a large hemispherical phased array useful for horizon-to-horizon
simultaneous coverage of multi-satellite tracking. The success of this endeavor rested
heavily upon the development of novel radiating element technology in addition to a
multi-beam Beamforming Network (BFN), both of which were commensurate with low-
cost strategic system objectives. The primary objective of the SBIR effort was to develop
and demonstrate the technical feasibility of a low-cost feed network (beamforming
network or BFN) with integrated radiating elements. These components were developed
for utilization in a phased array antenna in support of satellite tracking, telemetry and
commanding (TT&C) operations, such as the Air Force Satellite Control Network

(AFSCN).
The feed network is responsibie for distributing and combining radio frequency (RF)

signals to and from individual TR modules. It must accommodate two independent
transmit and receive beams (a total of four beams) with full duplex operation. Phase I of

250




the SBIR effort focused on the feed network at the subarray level. The basic architecture
of the feed network developed and demonstrated will support a subarray architecture that
will be employed in the implementation of a hemispherical phased array antenna for
horizon-to-horizon, simultaneous coverage of multi-satellite tracking and
communication. The success of such an application rests heavily on the development of a
robust feed network, which combines superior RF isolation and interconnect technology
in a cost-effective packaging scheme. AOE established the BFN parameters that are
necessary for its successful, cost-effective implementation including the shape, material
selection, coupler type and stack-up. In addition, interconnects between the BFN and
AOE developed radiating elements and Princeton Microwave Technologies (PmT)
developed TR modules were established. All of these technology developments
underwent detail design and were successfully demonstrated with hardware during the
Phase II efforts. The chosen BFN configuration that was implemented is simultaneously
consistent with program performance and manufacturability objectives.

The feed network developed under Phase I of this effort was closely related to another
SBIR topic, “Omni directional Hemispherical Phased Array Antenna” in which AOE
developed dual-band, full duplex, dual-polarized wide-scanning radiating element
technology suitable for use in an AFSCN system. The basic radiating element
architecture was established along with some basic TR module and subarray architecture
concepts. During the course of this Phase II effort, it was determined that the radiating
elements (as well as the BFN) must also support operation over the USB as well as the
SGLS frequency bands. The original dual band radiating element was not able to support
operation over both these frequency bands and hence new broadband radiating elements
were developed and demonstrated under this effort and were integrated with the BFN.

The BFN and radiating element technology developed under this effort were designed not
only to work together as an integrated subarray antenna panel, but also to integrate with
TR modules and beam steering computers that were developed by CME. To this end,
AOE worked closely with PMT, CME and Ball Aerospace such that TR modules easily
integrated into the panel and were supplied with appropriate RF, power and control
signals. AOE generated and supplied all panel interface definitions such that there was
no ambiguity when interfacing TR modules and power and control signals with the
antenna panels. In total, AOE fabricated six antenna panels that were fully populated
with TR modules and successfully tested both by the Air Force and Ball Aerospace.

‘While some problems were encountered during the integration and test process, no

failures were due to AOE’s antenna panel hardware.

Under this Phase II effort, AOE employed proprietary finite element software to design
and predict the performance of the radiating elements that were integrated into the BFN.
The resulting radiating element design was then experimentally verified both by
waveguide simulator measurements and through element pattern testing of a small
passive array. Figure 3 shows the results of the waveguide simulator measurements and

- Figure 4 shows the small test array used to measure element patterns. Under another

task, the BFN underwent a detailed design effort and several prototypes were fabricated.
These prototypes were successfully validated by testing them for DC continuity of the
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DC and digital lines as well as RF testing them to ensure proper distribution of the RF
signals. Subsequent to the BFN and radiating element validation, a complete antenna
panel with integrated BFN/radiating elements and accommodation for T/R modules was
fabricated and delivered to Hanscom Air Force Base (testing at Ipswich, MA) for TR
module integration and testing. After successful testing of the initial panel, two
additional panels were fabricated. Figures 5 and 6 show the antenna panel under test in
the near field range at the AFRL/SN, Ipswich test facility.
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Figure 3. Complex gated simulator reflection data comparison (gray line-measured
/ black line-AOE FEM unit cell). ‘

Figure 4. Small test array at the Air Force test facility in Ipswich

252




= 7. 2004
Figure 6: First antenna panel being measured with TR modules installed at the Air
Force Ipswich test facility.

5. Antenna Control Computer for a Phased Array Antenna

Under an Air Force Phase II SBIR effort entitled, “Antenna Control Computer (ACC) for
Phased Array Antennas (PAA),” managed by AFRL/SNHA, Custom Manufacturing &
Engineering, Inc. (CME), developed an ACC for the geodesic dome, satellite tracking,
telemetry, and command (TT&C) phased array antenna architecture to support the
modernization of the United States Air Force Satellite Control Network (AFSCN). CME
is currently working with the Air Force Research Labs (AFRL) to further enhance the
ACC concept. A goal of the TT&C Phased Array Antenna project supported by the CME
ACC is to have the ability to be a substitute for existing multiple dish antennas and their
Antenna Control Units (ACU) with little or no modifications to the current control and
status (C&S) connected computers. To help achieve this goal, the ACC design will retain
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the electrical requirements and connectors the same as the current ACU/C&S interface.
The ACC software commands interface will be a subset of the current commands in the
existing C&S computer network. In addition, the current status message format can
remain the same from the ACC to the C&S. As part of its ACC enhancement effort under
AFRL guidance, CME is developing the algorithms and control software to configure
multiple antenna panel facet arrays arranged in a geodesic dome in order to provide
multiple, concurrent satellite tracking and steering. This development involves complex
mathematical computations for satellite orbital path predictions and panel facet
configuring for beam steering. '

CME has developed and packaged a comprehensive development and demonstration
support workstation using state-of-the-art computer hardware. This enhanced
demonstrator will replace the ACU and interface directly to the C&S and the panel facet
controllers to provide antenna control and steering functions.

The new geodesic dome system provides higher communications capacity and reliability,
replacing multiple dish antennas. The new system provides benefits for both government
and commercial antenna control operations. The ACC is shown in figure 7.

Figure 7: Antenna Control Computer for Phased Array Antenna Steering

ACC Features

The ACC will:

« Provide local and remote control of phased array antenna steering

« . Offer safety functions for dome power and beam steering (675 panels)

« Supply maintenance functions for panel controller and transmit/receive module reporting

(78 transmit/receive modules per panel)

« Provide virtually 100 percent up time through redundancy and hot swap capabilities

« Replace the current ACU and seamlessly interface with one or more existing C&S
computers in order to support satellite TT&C operations for the AFSCN '
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6. Portable Universal Ground Processing Unit (PUGPU)

DR70 Front End - Monics Displa

FCS Telemetrix 70/70 XL Telemetrix 500GT

PUGPU Overview

Under an AF Phase II SBIR effort entitled “PUGPU” and managed by AFRL/IFGE
Rome, NY, remotely reconfigurable software driven digital signal processing system was
developed. The PUGPU system supports the full set of TT&C ground processing
functions providing a ‘Universal Processor” and supporting the optimal RF, IF interface,
and remote software interface functions for effective ground operations. The PUGPU
supports frequency conversion through its Frequency Conversion Subsystem (FCS), a
digital based TT&C baseband processing system (DBP) using a commercially available
Telemetrix XL, spectrum monitoring with a Digital Spectral Analysis (DSA) subsystem,
and provides Eb/No measurements that can be used in uplink power control operations. A
much fuller implementation of the Consultive Committee of Space Data Systems
(CCSDS) protocols is also implemented, including the Space Link Extensions (SLE)
utilized for interfacing to the ground networks via Internet Protocol.

Figure shows the configuration of the PUGPU system and its external interfaces with the
equipment in the Satellite Control Center. The PUGPU supports both USB and SGLS
formats for telemetry and commanding operations.

Antenna Interface Network Interface

— H
X, S, or L-band TLM (Binary)

S-band

Figure 8. PUGPU System
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The support of various frequency ranges is a central component of the PUGPU in making
it a truly “universal” unit. The different IF ranges imposed by the current AFSCN,
NASA, and CCSDS standards are supported by many converter vendors. However, it
can be a cumbersome task and a requirement to optimally match the performance
parameters of the frequency conversion process as part of a front-end system design to
the DSP-based baseband processing functions implemented within the PUGPU. A
representation of the FCS implemented as a frequency conversion subsystem is provided
in Figure .

S-, L-, or VHF-
Carrer 12 PSK benaty Band IF
n ﬂ \: / At Commands
AT-12moze 01 03 102426 17 elemetry

C-, X-, Ku-,
or S-Band RF

Figure 9: PUGPU FCS RF and IF Conversions

The PUGPU design addresses the following operationa1 issues:

e Design of IF performance parameters to optimally match both the baseband and
RF subsystems interfaced by PUGPU. Parameters include frequency range,
tuning, dynamic range, spectral emissions, and noise figure.

e Develop a form factor solution that makes minimal use of rack space and
mounting resources. :

e Provide a PUGPU configuration that is a scalable architecture where different
frequency ranges can be readily supported with minimal changes to the
fundamental subsystem solution.

e Provide a design with minimal Line Replaceable Units (LRU) and discrete
subsystem components to minimize sparing requirements and life cycle costs.
The above issues are resolved by providing a form factor solution for PUGPU that
incorporates the frequency conversion process as an integral part of the PUGPU digital
baseband processing that provides the traditional Telemetry, Commanding, and Ranging
functions.

6.1. Frequency Conversion Subsystem (FCS)

The variety of downlink frequencies supported across the various platforms, increase to
higher data throughputs, and the move towards in-band commanding and telemetry has
extended the basic S-Band telemetry/L-Band command philosophy to include X-Band,
with future expansions for C-Band, Ku-Band, and Ka-Band downlinks. With this range
of downlink frequencies and wide bandwidths it is not possible to utilize a single down
conversion unit and then process at a low frequency IF. A more cost-effective and
technically viable solution is to block-down convert from each specific band to a
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common IF. Based upon the block down conversion products available today and the
approach taken in implementing tactical terminals, an L-Band IF is used. The L-Band
supports a bandwidth of 800 MHz in order to accommodate higher data rate applications.

The FCS design consists of a 19” wide rack mounted chassis. The chassis contains 21
CPCI card slots which host processing cards, frequency conversion modules, and the
DSA components using both RF and digital backplanes. The processing cards host
firmware functions that are modular and tailored specific to the chassis applications.
Specifically, tailored applications include spectral analysis and measurement, signal
monitoring, and monitoring and control of the frequency conversion ‘bricks’ that are
housed in the chassis. These ‘bricks’ support the necessary RF and IF frequency ranges
(C, X, Ku, S/L, 70MHz) specific to the PUGPU application. The converters slide in and
out of the chassis from the front by way of a handle and are blind-mated in the rear for
DC power and status. Each converter brick contains a single input and output port
specific to the frequency conversion requirement. The converters may translate a fixed
range of frequency (block) or be tunable within a frequency range (agile) depending on
the application. Redundant power supplies provide the chassis with reliable power. The
FCS interface layout is shown in figure 10.

10 MH; Reference Ethernet >
70 MHz Dn Hz Up
r 3
S-Band|Dn . ‘ X-Band Dn X-Band Up S-BandUp  [SiL-Band Up | S/L-Band Dn

Ethernet 10 MHz Reference

Figure 10: PUGPU FCS Interfaces

‘The FCS converter bricks are specific in terms of input and output frequency to provide

the PUGPU a capability to interface to any AFSCN, NASA, or CCSDS RF/IF interface.
This integrated system solution which combines frequency conversion with baseband
processing allows a single solution for all current frequency conversion problems and
eliminates the technical complexities associated with interfacing, lead times, and
compatibility between third party converter vendors. The software control and status task
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for the FCS consolidates control of the up-converters and down-converters as well as the
spectral analysis, and other signal quality monitoring.

6.2. Digital Baseband Processing System (DBPS) (T elemetrix XL)

RT Logic is working on the Satellite Control Network Contract (SCNC) supporting
Honeywell in their implementation of the Remote Tracking Station (RTS) Block
Upgrade. Specifically, RT Logic is providing the unit that performs the digital signal
processing associated with telemetry, commanding and ranging. This unit, called the
Telemetrix XL, supports both SGLS and USB signal structures and is a digital, FPGA-
based solution. The Telemetrix XL product is packaged in a rack-mount industrial
personal computer and supports both serial and Ethernet interfaces for digital interfaces
and uses 70 MHz to receive and transmit telemetry, ranging & commanding signals
respectively. Figure 11 shows the chassis view of the Telemetrix-XL product. RT Logic
has leveraged off this development to extend the Telemetrix XL to utilize additional -
functions within the FCS as the PUGPU DBPS. An external software-controlled matrix
switch can be used to dynamically assign routing of the signal paths between the FCS
subsystem and the DBPS

The Telemetrix hardware is a PCI-based architecture where each of the internal boards
communicates via a common backplane bus. Dual Pentium processors control the unit
and communicate with each of the Downlink (DL2G) IF and processing boards, the
Uplink (UL3) board, and the Signal Conversion Board (SCB) as shown in Figure 12. An
external 1/O board which is mounted to the back of the chassis rack is used to bring out
all external signals and test points for the subsystem. .

Figure 11: Telemetrix XL Chassis

258




Telemetrix XL
Ethernet _ TCP/IP R
Ports ™ v
to External
Clients
EPCIBTE
M&C Downlink Uplink M&C

Buffer Buffer
Data Data

£ Uplink

Video/NRZ
Data
A 4 4 A A
v A\ 4
5/10 IRIG-B 1PPS/ Video RS-422
MHz 10 MHz Inputs Outputs
v
IF inputs Video/IF  Video Test IF Outputs RS-422
70 MHz Inputs Outputs 70 MHz Inputs
/O Panel

Figure 12. Telemetrix XL Internal Hardware

The PUGPU software controls the local FCS and DBPS elements. This software can run
as a Java client on any network-based control workstation. A resource management
function is implemented that supports a satellite ‘contact-centric’ definition of the link to
be processed. This allows configuration of the front-end parameters without knowledge
of the specific hardware implementation. Additional software on the DBPS supports
interfacing to the Satellite Control Center (SOC) via legacy clock and data interface
(through a multiplexer) or via Ethernet. Ethernet data can be sent as raw encrypted
packets, or if the link is CCSDS with clear headers, using the SLE protocols.

The Telemetrix XL base unit is extended to utilize the additional /O and processing
required for the PUGPU. These extensions consist of a self contained transmit and
receiver BERT, signal generation loop-back capability (internal, IF, and RF) to diagnose
signal paths, RF and IF patching, a frequency reference source for 10 MHz and 1PPS,
and a self contained GUI to monitor and control the rack components. Figure 13 shows
the functional capabilities of the DBPS with the additional capabilities.
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Figure 13: DBPS Extended Capabilities

6.3. Digital Spectral Analysis (DSA) Subsystem
The DSA is used as an automatic satellite carrier monitoring system designed to monitor
satellite uplink and downlink performance and to assure that transponder accesses are
properly configured. The monitoring system is designed for applications that necessitate
multiple monitoring sites, often from geographically separate areas. The distributed
architecture allows monitoring of remote locations from a Network Operations Center
(NOC) using communications networks as narrow as 64Kbps. From any point on the
WADN, including Web access to individual sites, the DSA can provide monitoring and
control.

Using advanced Digital Signal Processing (DSP) techniques, the DSA is able to find and
display interfering carriers, even when there is a Carrier-under-Carrier interference. In
addition, it is capable of providing distinctive carrier characteristics to assist the operator
in determining the source of an interfering signal. A typical DSA monitoring window is
shown in Figure 14.
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Figure 14: DSA Spectrum Monitoring Window

The automatic monitoring feature provides unattended monitoring of carriers, noise slots
and beacons while the operator is free to attend to other activities. These operator
initiated monitoring plans will test each carrier in the plan and automatically set the RF
switching, and DSP Subsystem to the appropriate values. If an abnormal condition is
detected, the system will alert the operator and store the measurement traces along with
the measurement results. Stored data and traces can be played-back for any period of
time.

Based on the FCS configuration, the PUGPU front-end can be configured for an almost
unlimited number of monitoring sites and for any mixture of X, S, C, Ku, and Ka-band
uplink and downlink RF monitoring chains. Each monitoring chain is converted to a 70
MHz IF by the agile converter modules. The FCS is used as the DSA front-end tuner
assembly utilizing a digitized 70 MHz input. The FCS’ Block down converters and
optional external RF Switch are used to accommodate any standard satellite frequency
band. The Instantaneous measurement bandwidth. is 36 MHz and the dynamic range is
60 dB.

The DSA software performs the basic and enhanced measurement capability. Basic
monitoring reports EIRP, Occupied Bandwidth, C/N and Center Frequency. Carriers
defined by the operator can include Eb/No as an automatic measurement parameter. Any
abnormal measurement will generate an alarm. The operator can select the Enhanced
Measurements option to display modulation type, Eb/No display a carrier under carrier
interference. TDMA analysis software can be added to the DSP software as an option.
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7. Conclusion

An S-Band Electronically Scanned Antenna (ESA) subarray has been developed for
Telemetry, Tracking and Commanding (TT&C) and communications at Unified S-Band
(USB) and Space Ground Link Subsystem (SGLS) frequencies to meet the operational
needs of the AF Satellite Control Network (AF SCN). The successful demonstration was
entitled Phased Array at Wallops Island (PAWS). The six panel subarray was tested to
validate the technologies use in a future Geodome Phased Array Antenna (GDPAA) at a
NASA Flight Test Facility located on Wallops Island, Va. in August 2004. The PUGPU
received telemetry from both Air Force SGLS and NASA USB satellites during the
PAWS demonstration. The PUGPU sat next to the legacy SGLS and USB equipment
illustrating a 5 time reduction in size. The PUGPU was also remotely reconfigured using
a TCP/IP Ether-fiber-Ethernet link. A design to cost exercise will be conducted to
provide a low cost GDPAA. With the successful demonstration of the PAWS and
lessons learned, the components; Transmit and Receive (TR) modules, beam formers,
radiating elements and antenna control software will be optimized as necessary. This
paper was submitted during the demonstration. Detailed results and analysis of the
antenna evaluation will be available from AF Space Battlelab in Jan 2005. Plans have
begun to develop a 54 panel subarray to test satellites as high as Geostationary and
demonstrate simultaneous links.
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ENHANCED K,-BAND ELECTRONICALLY
SCANNED ANTENNAS WITH MULTI-FUNCTION RF
CAPABILITY

R. Dahlstrom, O. Kilic
U.S. Army Research Laboratory
2800 Powder Mill Road
Adelphi, MD 20783
dahistrom @arl.army.mil.

Abstract: An electronic scanning antenna (ESA) that uses a beamformer
such as a Rotman lens has the ability to form multiple beams for shared-
aperture applications. This characteristic makes the antenna suitable for
integration into systems exploiting the Multi-Function Radio Frequency (RF)
concept, meeting the needs for a Future Combat System (FCS) RF sensor.
An antenna which electronically scans 45 degrees in azimuth has been built
and successfully tested at ARL to demonstrate this multiple-beam, shared-
aperture approach at K, band. Subsequent efforts are focused on reducing
the component size and weight while extending the scanning ability of the
“antenna to a full hemisphere with both azimuth and elevation scanning.
Primary emphasis has been on the beamformer, a Rotman lens or similar
device, and the switches used to select the beams. Approaches described
include replacing the cavity Rotman lens used in the prototype MFRF system
with a dielectrically loaded Rotman lens having a waveguide-fed cavity, a
microstrip-fed parallel plate, or a surface-wave configuration in order to
reduce the overall size. Repackaging the cavity Rotman lens in a smaller,
multilayer configuration is proposed, as well. This reduction in size of the
Rotman lens can facilitate elevation scanning by making possible the
" addition of one lens at each array port of the current design for elevation
beam forming in a reasonably sized package. The desired elevation angle
would be selected by using a switch to select the desired beam port. We will
discuss the challenges and progress in the development of such an antenna.

1. INTRODUCTION

The U.S. Ariny Research Laboratory (ARL) is currently pursuing key
technologies for low-cost, advanced battlefield sensors for multimode radar and
communication platforms as shown in figure 1. These radar and communication
functions include active/passive target acquisition, combat identification, weapons



Figure 1. Multi-function RF concept

guidance, secure point-to-point communications, active protection, networks for
situational awareness, and signal intercept. Typically, each of these functions is
performed by a separate piece of equipment specifically designed for that
purpose, with its own electronics package and antenna. As more of these
functions are added to a vehicle, the available space suitable for antennas is
quickly depleted, and costs and weight increase rapidly. Incorporating multlple-
function components into these systems can considerably reduce total system size,
weight, and cost. By sharing a single antenna aperture, one can ‘time- and/or
frequency-multiplex both radar and communications functions, or, in the case of
multiple-beam antennas, perform them simultaneously.

2. SYSTEM DESCRIPTION

In the K,-band ESA we have developed, we achieve the simultaneous
performance of multiple functions by combining a multiple-beam antenna array
with a PIN-diode switching network while maintaining a broad overall system
bandwidth of better than 36 to 40 GHz. The complete antenna system consists of
an 8 (vertical) x 32 (horizontal) array of slot-fed microstrip patch radiators (figure
2) fed by the Rotman lens (figure 3) horizontally, and by microstrip corporate
feeds vertically. The Rotman lens has 19 input ports, with the port on each end
intended to be terminated to provide a symmetric environment for the remaining




Figure 2. Patch array mounted to antenna/ampliﬁer assembly

ports. The center 17 ports correspond to azimuth beam-scanning positions
covering +22.5 degrees from broadside. A dual-channel beam-switching network
(BSN) (figure 4) is used to select one of the beams for each channel. For

Beam ports
Rotman lens

Phase adjustment

Array ports

Figure 3. Rotman lens — one half shown, with absorber
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Two 1x16 port switch
assemblies, one for each
channel

Ten 1x4 port switch
modules, five for each
channel

Sixteen 1x2 port
switches to connect the
active channel ports to
the corresponding lens

beam ports

- Figure 4. Trex Enterprises 2x16 PIN-diode switch

Figure 5. MMIC amplifiers mounted to lens and patch array




Figure 6. Amplifier assemblies mounted on Rotman lens

transmit, 32 power amplifies (figure 5) are inserted between the output ports of
the lens and the patch array to increase the power radiated. For receive, low noise
amplifiers (figure 6) are used between the lens and the patch array to minimize
degradation of receiver noise figure by losses in the Rotman lens and the switch.

3. ESA OPERATION

Operation in an electronically scanned mode involves remotely controlling the
BSN to switch either of the signal source inputs to any of the 17 beam ports of the
" Rotman lens, in a sequential or random scan, as desired. Adding time-
multiplexed functions requires only that the appropriate beam selection be made |
~ at the same time as the input signal is switched. A fixed-beam communication
channel can be added by coupling to the appropriate beam port. In a similar
manner, incorporating additional functlons merely adds to the complex1ty of the
BSN, not of the antenna itself.

4. WAVEGUIDE ROTMAN LENS

"The key to achieving a low-cost, compact, multibeam antenna is the use of a
Rotman lens or similar device to provide the appropriate phasing to each element
of the array for each desired beam angle. One medium used for this lens is
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waveguide, with the E field oriented parallel to the broad walls of the lens to
reduce reflections at the input and output ports. In this orientation, the
wavelength of the signal traveling through the lens is a function of the wall
spacing. The corresponding variation of the velocity of propagation of the signal
in the lens causes a shift in beam angle with frequency for angles off broadside.
Using an E field oriented perpendicular to the broad walls of the lens could
eliminate this effect, but over the limited frequency range typically used, the beam
shift is small and acceptable for anticipated applications. Therefore, our current
effort has focused on reducing the weight and size of parallel E field waveguide
designs to make them more competitive with stripline and microstrip approaches.

5. LIGHT-WEIGHT WAVEGUIDE ROTMAN LENS

Our current waveguide Rotman lens consists of two aluminum plates with half the
waveguide pattern machined into each, which are then screwed together to create .
the lens cavity and associated waveguides. To maintain flatness, each half is
relatively thick (with ridges on the outer surfaces to reduce the wei ght) so that
when they are assembled together, the mating surfaces make intimate contact with
each other. It is relatively large, also, with the phase adjustment taking
considerable space because of being limited to a planar configuration. The
parameters of this configuration could be optimized further, but the possible
improvement would be relatively small. Therefore, the use of 1i ght-weight
‘materials with more compact configurations are being investigated.

6. METALIZED PLASTIC LENS

The use of metalized plastic instead of aluminum results in a substantial reduction
in weight even with our current design. Such a lens is currently being fabricated
using ULTEM resin from GE Plastics metalized with copper. The pattern of the
lens and the phase adjusting waveguide interconnects are unchanged from the
aluminum version, but the thickness of the plates is being reduced to 0.375 inch.
Test samples of 7-inch lengths of waveguide fabricated in this way have a
measured loss of 0.4 dB which is somewhat higher than the 0.1 dB loss of TRG
A690 waveguide measured in the same manner. The higher loss is assumed to be
due to the greater surface roughness of the metalized plastic. We are investigating
ways of reducing the surface roughness, but it is not an immediate concern
because the current metallization is considered adequate.

Instead of creating the lens cavity by surrounding an air space with a conductor,
an option for future work would be to make the lens cavity itself of plastic which
‘would be metalized on its exterior surface. This lens configuration would be

considerably lighter than our current one, and it would be smaller as well, due to
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Figure 7. Folded Rotman lens antenna concept.
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7 FOLDED WAVEGUIDE ROTMAN LENS

The size of our waveguide Rotman lens can be reduced considerably by using a
multi-layer structure, where the lens cavity is on one layer and the phase
adjustment lines fold back alongside the lens in an adjacent layer as shown in
figure 7. If it is adequately supported, each additional layer would only need to
be thick enough to contain the waveguide traces on each side because the

- structural rigidity is already provided by the outside plates. For our configuration
with traces that are 0.112 inch deep, a layer thickness of only 0.25 inch would be
adequate. In addition, the ability to choose the location of the pass-through
waveguides to help provide the phase adjustment gives an additional degree of
freedom which considerably reduces the length of those lines and, therefore, the
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space needed for them. With two circuit layers, the length of the lens assembly
“could be cut nearly in half with only a 0.25-inch increase in thickness. Using an
additional layer to fold the lens cavity itself would reduce the length of the
assembly by almost a factor of 4 from our current configuration with only a 0.5-
inch increase in thickness. The resulting package could be less than 5 inches long
with a thickness less than 1.5 inches. Additional layers could incorporate the
switches, amplifiers, and the patch array.

8. ALTERNATIVES TO THE WAVEGUIDE ROTMAN LENS

Alternatives to the waveguide Rotman lens were investigated in order to reduce
the overall size and weight of the lens and, therefore, the size and weight of the
MEFREF system, itself. Also, the current design scans only in the horizontal plane.
By miniaturizing the Rotman lenses, stacking them at the output ports of the
current design, it could be practical to scan in elevation as well. Initial designs
were carried out at Ku band to minimize cost for the prototype design.

Figure 8. Ku-Band microstrip Rotman lens

Two different approaches are discussed for the design of the dielectric loaded lens
in the following sections. The first approach is a microstrip lens design, where
the feeds and delay lines are printed on a dielectric with a conductor plate in the
back. The second approach launches surface waves in a thicker dielectric medium
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Figure 9. Measured radiation patterns for all beam positions of the
microstrip Rotman lens

~ where the conductor plate in the back is removed. Preliminary simulation results
are available at this time. Work is underway in building and testing this
alternative approach. '

9. Ku-BAND MICROSTRIP ROTMAN LENS

The objective of the development is to miniaturize the two waveguide Rotman
lenses used in the current system by dielectric loading. The Rotman lens is a true
time delay structure, where the input port locations determine the scan angle. The
region between the input and output ports is the parallel plate region where the
fields propagate with appropriate delay in phase to allow for the desired scan, [8].
By using a dielectric material instead of air the overall size of the lens can be

reduced by a factor of \/E , where & is the dielectric constant of the material.

Based on Rotman geometry, a Ku-band microstrip lens was designed and built
using a 20-mil thick RT5870 Duroid material, as shown in Figure 8. The lens was
designed to scan over 20 degrees with 7 different beam positions. A 1x16
element patch array is connected to the output ports. The overall size of the lens
is about 30 cm x 35 cm. '
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| Figure 10. Surface wave launching element design and simulated
performance.

Antenna pattern measurements were made at different input beam positions to
validate the performance of the lens. Figure 9 shows the scanned beam positions
at 17 GHz as the input is switched between the different ports. The back lobes are
due to the interaction of the ground plane of the microstrip patch array and the
conducting feed and parallel plate structure of the lens. Power measurements.
compared to a standard horn suggest that the Rotman lens integrated with the
1x16 element patch array has about 9.5 dB loss at 17 GHz. The 1x16 element
patch array has a gain of 12 dBi at borésight.

10. SURFACE WAVE ROTMAN LENS

As an alternative to the microstrip design, a dielectric lens using surface waves is
being considered by ARL. This approach eliminates any need for the ground
plane at the back of the lens, and significantly reduces the use of copper for the
parallel plate region in the design. This is expected to reduce the copper loss in
the structure. In order to propagate surface waves efficiently, thicker dielectric
substrates with higher dielectric constant are preferred. In the first prototype for
the surface wave Rotman lens, RT6010 Duroid material (¢;= 10.2) is used. The

"surface wave is launched using an element structure similar to a Yagi-Uda
element, as shown in Figure 10. Two slots, which act as the driver and the
reflector, are used in the design. Previously, Yagi-Uda type elements with three
slots, corresponding to the reflector, driver and director, have been demonstrated
to effectively launch surface waves on the same Duroid substrate, [9].
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.Figure 12. Surface wave lens mounted in supporting frame.
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Simulations for the two-slot element have shown that surface waves can be
launched effectively in the desired direction as observed in the S-parameter curve.

A drawing of the Rotman lens design using the surface wave element and the
RT6010 material is shown in Figure 11. The thicknesses of the Duroid layers are
chosen as 10 mils for the feed layer and 100 mils for the parallel plate region, so
that only the TM, mode is excited in the structure. The lens parameters are
determined so that the scan performance is identical to the microstrip lens

Phase Stift'at Qutput Potts, Suiface Wave

_ Phasesnm (Degrees)

Figure 13. XFDTD predicted output phase for the center beam of the
surface wave lens. :

discussed before. Since a higher dielectric is used, the overall size for this design

is expected to be smaller. The ground plane for the feedlines of this lens is

- between the two dielectric layers. A frame is being built to accommodate the

* mounting of the connectors as shown in Figure 12. Measurements of S-
parameters for the design will be made when the frame is completed. An initial
assessment of the lens performance is shown in Figure 13, for the central input
port for which a uniform phase distribution is expected at the output. The results,

* which are based on simulations using XFDTD, show promise.
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li. ALTERNATIVES TO THE ROTMAN LENS

An interesting alternative to the Rotman lens, which is limited to a total scan of
about 120 degrees, is the 360-degree R-2R lens described by Clapp [11]. The R-
2R lens, a special case of the R-KR lens, is a circular cavity which, when fed at a
point on its periphery; provides the desired phasing at other points on its periphery
- for a circular array with a radius twice that of the lens. A single R-2R lens is
limited to 180 degrees because of the mapping from the lens diameter to the array
diameter, but, by using four or six lenses and interconnecting them with hybrid
couplers, a full 360 degrees can be scanned horizontally. A cylindrical patch array
or similar antenna would then provide beam forming and scanning vertically. ‘

12. FOCAL PLANE ARRAY

The antenna configurations discussed thus far use a lens to achieve multiple-beam
scanning horizontally with either single-beam phased array or highly complex
Rotman lens scanning vertically. Possible techniques for achieving multiple-
beam scanning both horizontally and vertically with minimum complexity involve -
extending the linear beam ports of the proposed lenses to two dimensions. One
configuration would locate the beam ports conformally over a hemispherical lens
surface with the lens, such as a Luneburg lens, forming the beam directed
opposite the feed point. Another would be to use a focal-plane array with a lens
that either augments the degree of scan or has the ability to additionally scan the

beam by incorporation variable phasing elements on its surface. The desired
beam is then selected by using a switch to connect the appropriate electronics to
the desired beam. Switches of the type we are currently using are prohibitively
complex when extended to the number of ports required here. Therefore, we are
currently pursuing the developing switch technology that would make these
approaches practical.

13. CONCLUSION

Several approaches have been presented for further refining the antenna for the
MFREF system. Although they are in various stages of development, many of
them show promise. A microstrip lens has been designed and built demonstrating
‘suitable performance. Lighter waveguide and surface wave lenses are being

- fabricated and other designs are being readied for fabrication. As different
vehicles present different requirements when mounting the MFRF system and
some approaches meet these requirements better than others, more than one of -
these approaches will likely be pursued to completion.
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IRREGULAR SHAPED SUBARRAYS FOR TIME
DELAY CONTROL OF PLANAR ARRAYS

R.J. Mailloux, S.G. Santarelli, and T.M. Roberts
Sensors Directorate, Air Force Research Laboratory
80 Scott Drive, Hanscom AFB MA 01731-2909

Abstract: This paper investigates the use of several types of small subarrays
(four or eight elements each) that are rotated or flipped and rotated to
completely fill (tile) the active region of planar arrays. The subarrays in any
one array are identical, but introduce an aperiodicity in the phase center
location (and radiated subarray pattern) as they are rotated or flipped and
rotated. Phase shift is presented at every element of the arrays, with time
delay inserted behind each subarray. '

The paper will illustrate the reduced peak quantization lobe levels achievable
with such subarrays, and will present average sidelobe levels for various size
subarrays.

1. Introduction

It is well known that large ground and space based array antennas suffer limited
instantaneous bandwidth when they are scanned by phase shifters instead of time
delay devices. At present, time delay units are expensive, lossy and often are too -
large to fit within the inter-element array cell distance, and so it is established
practice to insert time delay units at the input to subarrays while using element
level phase shifters. Time delayed arrays of contiguous subarrays unfortunately
produce significant quantization lobes, and these impact radar or communication
system design and performance. Recent progress in constrained overlapped
subarrays has led to improved pattern performance, but these networks have loss
and so require amplification at the subarray level or within the subarray network.

One alternative to these subarray approaches is the use of a thinned aperiodic
array, perhaps with random element distribution to prevent the formation of the
quantization lobes. The disadvantages of such distributions are that they still have
higher average sidelobe distributions, require an oversize aperture and are
difficult to feed.

This paper investigates the properties of simple irregularly shaped subarrays that
can be “tiled” to completely fill an array aperture without leaving any gaps.
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Although there are many ways to combine various shapes to tile rectangular
apertures, the goal here was to use only a single subarray shape in an aperture that
could be rotated to tile the whole aperture.

2. Irregular Subarrays

The use of irregularly shaped subarrays instead of rectangular subarrays brings
several advantages. The act of rotating subarrays by 90 degrees makes the
periodicity vary and makes the phase center move with each rotation.

Although there are a huge number of possible geometric configurations that will
tile a surface, we considered it important to choose subarrays (tiles) that could be
fed by lossless orthogonal power dividers, namely subarrays of 2" elements. One
. of the simplest of these is the four element subarray of Figure 1,calledanL-
tetromino, and this is one of the shapes chosen for this study. This figure, rotated
by multiples of ninety degrees becomes four very different subarrays. The
asterisks on each figure mark the chosen point at which there is perfect time
delay. The remaining four cells have the same time delay but use phase shift to
provide the proper phase tilt at center frequency. These simple shapes can be
‘combined, as in a puzzle, to tile a surface and fill an aperture with contiguous

. time-delayed subarrays, but without any evident residual quantization lobes for

large subarrays.

~ Before discussing the electromagnetic properties of scanned arrays of these
subarrays, it is relevant to introduce some shapes that result from studies of
combinatorial mathematics. There is a developing literature [1-4] of special
~ shapes called polyominoes, which are shapes made from connected square unit
cells that all have their vertices at integer points. An n-omino is a union of ‘n’
cells whose interior is connected by cells that touch along sides. Figure 2 shows
the simplest polyomino shapes [1] including the four basic tetromino shapes.
Figure 3 shows the 12 basic pentomino shapes. The number c(n) of such possible
shapes grows exponentially with n, and the first dozen of these are given in the
table below, which is in all of the references.
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Table 1
n cm) n c(n)
1 1 7 108
2 1 8 369
3 2 9 | 1285
4 5 10 4655
5 ' 12 11 17073
6 35 12 63600

A more complete table and listing numbers of other types of polynominoes are
given by Redelmeier[4]. Of these, an important group can be obtained from the
above by flipping the figures over.

This study is limited to the L tetromino and the octomino shown in Figure 4. We

" have not studied polyominoes larger than 8 cells because these have larger phase
error, more significant subarray pattern squint and are thus more appropriate for
narrower bandwidth array applications. We do not present results here for figures
that are flipped and rotated, although our findings are that that procedure makes it
much simpler to tile a region, especially with the L-octomino.

The concept of “tiling” a rectangle with polyominoes is an interesting avenue of
mathematical research, but in this study we have taken exception to the rigorous
definition of tiling that involves filling every cell within the rectangle with no

. shapes extending beyond the chosen rectangle. In our study we let parts of the
figures fall outside of the boundary of the array and assume that these elements
are simply not excited, but terminated in matched loads. This corresponds to
‘accepted engineering practice, and involves very little wasted signal since the
elements in question are at the edges of the array and usually carry reduced
power.
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3. Results from the several polyomino studies

The polyomino subarrays investigated in this paper are compared with rectangular
subarrays that completely fill the apertures. Thus, Figure 5 is the pattern of an
array of 256 (16 x 16) square 4-element subarrays filling an array of 1024
elements using 256 time delays and 1024 phase shifters at frequency 1.15 times
the center frequency and scanned to up = vo= 0.5. There is assumed to be a cosine
element pattern but no other losses except the effect of amplitude tapering using a
— 40dB Taylor taper. Subarray quantization lobes are at approximately the —20dB
level. Losses into the quantization lobes are small and neglected.

Figure 6 shows the tiling of the same array using L-tetrominos. These are located
to fully tile the aperture, and if there were no truncation of the subarrays at the
edges of the array it would have the same center frequency gain as the array of
Figure 5. As it is, only a small percentage of the subarrays are truncated, and these
are in the heavily tapered region of the array.

- Figure 7 shows the pattern of the array of Figure 6, and reveals significant
randomization of the sidelobe energy, with only one sidelobe at the —30dB level,
and all others below —40dB.

Figure 8 shows the average sidelobe level of this subarray relative to the isotropic
level to be about —10dB, and since the array has about 1000 elements, this
corresponds to an average sidelobe level about 40dB below the main beam.

"To test the dependence of array size on sidelobe level, a central section of the
same filled aperture was investigated by truncating the array using the central 144
(12 x 12) subarrays. Figure 9 illustrates the truncation, and Figures 10 and 11
show that the results of filling the 576 element array with the contiguous 2 x 2
subarrays leads to —20dB quantization lobes as expected, while the array of
irregular subarrays has many more sidelobes at the —30dB and -35dB level
because the array gain is reduced by about 3dB. This result is significant, because
for the rectangular array the quantization lobe locations or peak values are not a
function of the array size, only of subarray size and bandwidth. The remaining
peak sidelobes of the array of irregular subarrays are reduced for the larger array,
and so do not behave like quantization lobes. One can expect that they continue to
decrease (relative to the main beam) as the array is made larger.

Figure 12 shows the radiation pattern of an array of 256 eight-elemerit “4x2

element) subarrays, with the expected quantization lobes at the —20dB level.
Figure 13 shows the L-octomino filled array and Figure 14 shows its pattern. It
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has some sidelobes larger than the tetromino array even though the octomino.
array is larger. Figure 15 shows that the average (isotropic) error sidelobe of the
octomino array differs by only a few dB from that of the tetromino array,

Figure 8. At present, we believe that the cause of these extra peak sidelobes is the
periodicities we have built into the tiled surface when composing the tiling. We
have found the octomino array difficult to tile without building areas of the
rectangle with repeated multiple structures, and it is these repeated structures that
seem to cause specific larger sidelobes. Using flipped polyominoes is an approach

“that we will explore to make the structure simpler to tile.

4. Conclusion

The paper has compared the radiation patterns of rectangular subarrays and two
irregularly shaped polynomino subarrays, one with four and one with eight
elements. In the examples presented the arrays only used one type of polynomino,
and achieved significant suppression of quantization lobes. It also appears that
average sidelobe level and peak sidelobe levels continue to decrease (relative to
the main beam peak) as the array is made larger. The technique thus has
significant potential for eliminating the quantization lobes of phase steered time
delayed subarrays without sacrificing array gain at center frequency.
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ARRAY OF ROTATED RANDOM SUBARRAYS

K. C. Kerby and J. T. Bernhard
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Department of Electrical and Computer Engineering
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Urbana, IL 61801
http://antennas.ece.uiuc.edu/

ABSTRACT: This work investigates the properties of an array of
periodically rotated identical random subarrays. Pattern multiplication
- indicates that, like the non-rotated array previously investigated, this array
has improved bandwidth response and avoids the grating lobes of a periodic
array. Additionally, it will be more cost effective to manufacture than a fully
- random array. The random pattern function of a 2x2 block of subarrays
with a set pattern of rotation is characterized and compared to that of an
array whose subarrays are not rotated. The expected broadside patterns are
very similar. However, the rotation pattern chosen is a special case that
changes the probability distribution of the sidelobe level to normal rather
than chi-squared. The variance is also reduced. The result is a significantly
improved ability to achieve low side lobe levels. These results may be
extended to larger arrays with the same rotation pattern.

1. INTRODUCTION

Aperiodicity is generally recognized as one effective way to extend the useful
- bandwidth of antenna arrays. Periodic arrays develop grating lobes when the
spacing in wavelengths between elements is large, which sets an upper frequency
bound for operation. In periodic arrays, one way to work around that upper bound
- is to place elements closer together, a practice that is obviously limited by the size
of the elements themselves. Aperiodic arrays do not develop grating lobes
because all of the individual element patterns will only interfere constructively at
the main beam — at other points in the visible range some elements’ fields will add
~ constructively and some destructively. The result is a relatively uniform random
sidelobe level away from the main beam, though higher sidelobes sometimes
occur close to the main beam where more elements’ contributions still add in
phase. This principle is most effective when there are many elements.

293



One common type of aperiodic array is the random array, developed in the 1960s
[1]. Initially, more attention was paid to the reduction in the number of elements
required, as compared to periodic arrays, for comparable sidelobe level and
beamwidth. However, the behavior of interest in this case is random arrays’ very
stable pattern behavior over wide bandwidths. Other suitable types of aperiodic
arrays exist, but random arrays were chosen for use in this study because
algorithmic design methods are not often effective enough to yield significant
" improvements in performance over the random method without some method of
optimization or dynamic programming [2].

This work builds on a previous study of periodic arrays of random subarrays
(PARS) [3], the objective of which was to simplify the geometry of random arrays
while preserving their wideband properties. This is a continuation of that work,
attempting to further lower the maximum sidelobe level by rotating the subarrays
in a pattern. This rotation results in averaging of the sidelobes to a more uniform:
level — thus the largest sidelobes are reduced. The rotation pattern chosen is a
special case that also affects the probability distribution of the sidelobe level in an
advantageous way. Most possible rotation patterns would not have this effect.

. This paper first reviews the properties of the periodic array of random subarrays.
The next section contains an analytical treatment of the array of rotated random
subarrays (ARRS) and its behavior. A comparison is then made of the two types
of arrays, from which conclusions are drawn about their relative effectiveness. =~

2. BACKGROUND

The new array of rotated random subarrays will be compared with a periodic
array of random subarrays (without rotations) that has been discussed previously
[3]. Here we review the behavior of that array. The PARS consists of small
rectangular random subarrays arranged periodically (Fig. 1). The PARS’s
sidelobe level was very similar to that of a single one of its subarrays. A larger,
purely random array with the same total number of elements as the PARS had a
lower sidelobe level. For an array of a given aperture size and number of
elements, the robust wideband performance of a random array was preserved in a
- geometrically simpler design, but with somewhat higher sidelobes than a purely
random array of the same size. As a result, from a performance standpoint a
purely random array was more effective, and the reason to use a PARS would be
that one wanted to use a certain number of elements to achieve some desired gain
in a geometrically simpler package than the purely random array.




Since the subarray is a standard random array, the sidelobe level at any given
observation angle follows a chi-squared distribution with two degrees of freedom.
The probability that all of the subarray’s sidelobes are less than some fraction, r,
of the main beam can be approximated as a joint probability that the sidelobe
levels at a number of observation points are all less than r:

Pr{P,, () <r}=(1—e™ ) [1]. (1)

In the above equation, Py is the array factor for the subarray, N is the number of
elements per subarray, and a and b are the subarray dimensions in wavelengths.

By comparison, the sidelobe level of the total array factor has a slightly different
probability distribution. Because the random subarray factor is being multiplied
by a periodic superarray factor, the variance is no longer approximately invariant
with position. Since a simple approximation was desired, it was necessary to
choose one of two methods of simplifying the problem to be solved. One was to
choose a method of averaging the variance, and use the average value to
determine the probability distribution. The other method made use of the fact that
the number and locations of the largest sidelobes are essentially known — they will
appear in the same locations as the superarray factor’s grating lobes, of which
there are 4ab instead of 16ab. At these locations, the variance of the array
factor’s value outside the main beam was the same as that for the subarray. Thus
the total array factor’s sidelobe level probability distribution could be
approximated by

Pr{P, () <r}=(1—e )%, | )

- This second method is much more conservative than the first, and in general

overestimates the sidelobe level. Figure 2 shows a graph of the probability that
all sidelobes are less than —13 dB for three different values of N in a PARS of four
arrays as well as in a single square subarray as the subarray side length (in
wavelengths) varies. This illustrates the array’s behavior as frequency changes.

3. ARRAY PROPERTIES WITH ROTATION

~This section will derive the properties of a 2 x 2 segment of the ARRS. For larger

arrays, this group may be used as a building block. The group is composed of
four square subarrays in the x-y plane with side length d in meters, and the
coordinates of the subarrays’ centers are (-d/2, d/2), (d/2, d/2), (d/2, -df2), (-d/2, -
d/2). The subarrays are rotated ing by 0, 90, 180, and 270 degrees, respectively.
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It is assumed that the elements on all subarrays have rotationally symmetric
radiation patterns. Because the arrays are required to fit together after being
rotated, the side lengths a and b are no longer allowed to be different. Figure 3
illustrates the layout of this array. The array factor for this small array is given by
the sum of the subarray factors, including phase changes due to position.
Equations 3-6 show expressions for the array factors of each of the subarrays,
modified for phase shifts due to rotation and position. The total array factor is
given in Equation 7. In these equations, F is the subarray factor corresponding
to the subarray rotated by the angle rot, in degrees. N is the number of elements
per subarray. 8 and ¢ are the polar and azimuthal angles, respectively. Pp is the

total array factor for the array with rotations. The independent random variables
x, and y, represent individual element positions in the aperture, and may take any
value between -V2 and %. Their probability distributions are f{x) and g(y). The
probabilistic analysis methods used in the following section follow those in [4].

Fo - -,%,- e j%sin&(@oshsiﬂ)ée Jjkd sin8(x, cosp+y, sing) ' (3)

_Fgo - # ei%sino(coswsm)ie jkd sin 6(—x, sin ¢+ y, cos@) ( 4)
n=l

Fiso - '11\7 ef%sino(cosi’-ﬁn#’)ge jkd sin @(=x, cosg~y, sing) _ )

F27o - % ei%sin&(—co&fsin¢)-ge jkd sin 6(x, sing—y, cos ) : | (6)

szi'(E)"'Fw"'Eso'*‘Fm) N

This analysis considers the real and imaginary parts separately in order to easily
compare the results to those of the non-rotated array, where the same approach
was used. Let the real part be denoted by P, and the imaginary part by Fg,. One

notices that P, has only a real part; due to the rotation pattern the imaginary part - A

is 0. For comparison, the non-rotated array’s imaginary part is not identically O,
but its expected value is 0. Because the imaginary part is not a random quantity,
the ARRS’s sidelobe level will have only one degree of freedom in its chi-squared .
distribution, which reduces it to a normal distribution.
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" For mathematical simplicity, define the reduced observation angle variables
u, =kdsin@cos¢ and u, =kdsinfsing. The probability distributions for x, and

y» are assumed to be even. Also, because these expressions show up in various
forms in the expected value and variance, let

12 , l
o, =[" f(xedx ®)

: 12 . .
o= g(y)eHadx ©)

The expected value and variance of the real part of the rotated array factor are:

L cos( ™22 .30 . 4 cos| 24
E (Pm)—-z-(cos(—z—_ 5 )¢,(uc)¢y<u:)+cos( >t )wx(um(uc)) (10)

1 1 ‘
ok = m(l+;cos(-—uc +u,)p, (2u,)p,(2u,) a1

1 i |
+§cos(uc +u,)p,(2u,)9,(2u,)) —mEz (Pa)

Using the Riemann-Lebesgue lemma to approximate these expressions for large
‘ values Qf u (that is, outside the main beam), all instances of ¢, (x)and

@, (u) approach 0. Therefore the expected value of the real part outside the main
beam is 0, and the variance is given by

1
O ~3N (12)

By the central limit theorem, for large values of N the real part of the array factor
has an approximately normal distribution, so the probability that the array factor

in the region of large u is less than some fraction r of the main beam can be
approximated by

Pr(|Pe(u,.u,)| < 7) =erf(4rJN) (13)
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Since the probability distribution, mean, and variance approximately do not vary
with observation angle over the entire visible range outside the main beam, the
average sidelobe level for this array, 7, can be obtained using

erf(4r,,,N)=0.5 (14)

The probability of a sidelobe at one location being less than r can be applied to
the entire visible range outside the main beam by taking the joint probability that,
observing the sidelobe level at a certain number of locations, it is less 7 at all of
them. This is reasonable because the magnitudes of the array factor at adjacent
values of u are closely related [4]. The observations will be at 64a® locations
rather than 16a® because the larger total aperture results in faster variation in the

sidelobe region.
Pr (IPR(uc,u,)l <r,Vu .y, < |uc| <2a,Yu,:y, < |u,| < 2a) = (erf(4r\/1—V_))[mz] (15)

The variable a is the subarray side length in wavelengths. The brackets around
the 64a® exponent on the right hand side of the equation above indicate rounding

to the next highest integer. . and ¥, refer to the width of the main beam in terms

of u. and u; = thus the bounds on u. and u; above refer to the visible region outside
the main beam.

If an ARRS of more than one of these groups of four subarrays were to be
designed, one would expect the known locations and number of superarray factor
grating lobes to result in a change in the exponent of the peak sidelobe probability
as occurred in the PARS analysis. However, since the repeated element is a
square with side length 2a, there are 164’ grating lobes in the superarray pattern
rather than 4a>. '

In the next section, these results will be compared with the previously
characterized behavior of the array without rotations.

4. COMPARISON

The goal of both the array of rotated random subarrays and the periodic array of
random subarrays is to achieve low sidelobe levels over a large bandwidth while
maintaining a more repetitive geometry than a purely random array. In this.
section we will compare the probabilistic behavior of the two arrays, followed by
an example design process that illustrates the tradeoffs between them.




Figure 4 shows the probabilities versus r of a PARS and ARRS, each with four
subarrays, 400 total elements, and 3600 square wavelengths total area. Since we
are only considering the array factor and assuming the elements to be isotropic at
all frequencies, the particular frequencies of these graphs are arbitrary, since the
array behavior depends on the relationships between r, the number of elements,
and the aperture size in wavelengths. The important feature here is that the ARRS
levels off at a high probability at a much lower value of » than the PARS’s. The
value at which an array’s probability function exhibits this leveling-off behavior
will be referred to as the threshold value. In both types of arrays, for a particular r
there is a threshold value of N, and for a given N there is a threshold r. As a result
of its threshold at a lower value of r, an ARRS can achieve a better sidelobe level
with the same aperture size and number of elements. ‘

Another comparison may be made between the number of elements required per
subarray to achieve a desired probability and sidelobe level. Figure 5 graphs the
number of elements required to achieve a —20 dB sidelobe level with 85%
probability against the square root of the aperture area, which is proportional to
frequency. For this sidelobe level, the PARS requires far more elements than the
ARRS, the PARS’s required N being in the neighborhood of 500 while the
ARRS’s required N is less than 42.

Lastly, for several fixed values of N, the peak sidelobe probability is graphed
against the square root of the aperture area, which allows the graph in Figure 6 to
show the way a PARS or ARRS behaves over a wide frequency range. If N is
chosen so that it is beyond the threshold region for the entire frequency range,
both arrays have very stable array factors and can easily be designed so that their

- sidelobes remain below a specified r value over the entire range. However, the

ARRS has a lower threshold value of N, resulting in lower element density and
consequently an extended lower frequency limit. Using fewer elements will result

. in lower gain, but in general low-noise amplifiers can be added at lower cost than

hundreds more elements and their accompanying feed lines and phase shifters.

As an example of the design process and tradeoffs for the PARS and ARRS,
suppose an array of four square subarrays is desired that operates from 3 GHz to
30 GHz with peak sidelobe level of —13 dB or less over the entire range. To limit

‘the effect of coupling and in order that our approximations hold, it is also desired

that at all frequencies the average element density is no more than one element
per ten square wavelengths of aperture area. The assumption that the expected
value of the array factor is O in the region of large u is accurate over more of the
visible range if u is large over more of the visible range. This occurs when the
aperture is large. The ten square wavelength requirement here is larger than is
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always necessary, but low element density will increase the aperture size and
improve the accuracy of sidelobe level predictions. We will require that the
probability of success be at least 85%, to reduce the likelihood of having to test
more than one array designed with these parameters. Since the probability is
lower at higher frequencies, this amounts to a requirement of 85% probability at
30 GHz. ‘

The element distributions in x and y may be any even probability distribution.
When the desired sidelobe level is not too low, the choice of element distribution
essentially does not matter except in the region very near the main beam. If an
array with a very low sidelobe level is to be designed, one must account for more

than just the _1_ term of the ARRS variance. The full expression for the variance,
8N

: given in Equation 11, includes @ (%) and ¢, (), which depend on the element

distribution. Since the variance in these cases is small, it may no loﬁger be
acceptable to approximate the expected value of the array factor in the sidelobe
region as 0, as has been done here. The expected value also depends on @, (u)

and @ («). In Figures 1 and 3, the element distribution is normal. In the

solutions to examples in this section, the element distribution will also be normal,
because in general normal distributions appear to result in lower sidelobes near
the main beam, where the expected value is larger compared to the variance and
accounts for a larger proportion of the sidelobe level.

Upon solving this problem with a required probability of 85%, the probability
equations derived previously result in only 18 elements in each subarray of the
ARRS, 72 elements total, and a subarray area of 180 square wavelengths. This
result is slightly problematic because the analysis in the previous section
depended on the central limit theorem, and therefore is prone to error when N is
small. Lo’s investigation [5] suggests that this central limit theorem-based type
of characterization of random arrays is still usable for relatively small N, but the N
it refers to is in the neighborhood of 50 to 80 elements, not 18. Here, the number
of elements in the subarrays is small enough that the central limit theorem will
definitely result in some inaccuracy when the array factor is calculated.

Solving this problem for a PARS results in 329 elements per subarray, 1316 total.

In this case the smallest subarray allowed measures approximately 57.4

wavelengths on a side at 3 GHz, which corresponds to a total array with

dimensions 11.5 by 11.5 meters. Comparatively, the approximation that was

~ derived earlier predicts that an ARRS with the same parameters has a sidelobe
level less than —25 dB with 85% probability.
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One issue that must be avoided in this design process is that, if the subarray
factor’s main beam is wide enough, superarray grating lobes can overlap with it
and thus not be reduced to the random sidelobe level. This effect can be observed
in the lower-frequency array patterns of the second sample ARRS. This can
usually be prevented by enlarging the subarray aperture, thus narrowing its main
beam.

Array factors have been calculated for all three arrays mentioned, and they are
graphed at several frequencies for each. Figures 7, 8, and 9 show the ¢ =0 plane

of the array factor of the ARRS with 18-element subarrays at 3, 15, and 30 GHz.
Interestingly, the resultant array pattern is fairly close to the prediction despite the
small size of the subarrays. Over the whole visible range, few sidelobes exceeded
- the —13 dB design goal; those that did had magnitudes of at most about —10 dB.
Figures 10, 11, and 12 show the PARS’s array factor at 3, 15, and 30 GHz., and
‘Figures 13, 14 and 15 show that of the second ARRS (329 elements per subarray)
at those frequencies. Other planes of the array factors were observed and found to
be qualitatively similar to the examples shown.

5. CONCLUSION AND REMARKS

As is evident from the example in the previous section, the ARRS achieves some
improvement in performance over the PARS with minimal increase in geometric
complexity. The ARRS has a slightly extended lower frequency bound relative to
a PARS with the same aperture and number of elements. The number of elements
required to achieve a specified sidelobe level is reduced, which results in arrays
- with fewer elements and feed lines for the same sidelobe level, or in lower
sidelobe levels for the same number of elements.

The behavior of the ARRS is similar to that of a symmetric array briefly
considered by Lo [6]. Both have array factors outside the main beam
characterized by a normal distribution rather than chi-squared. This is to be
expected, since the arrangement of the ARRS is symmetric along diagonal axes.
‘It also has 90-degree rotational symmetry. ' '

Because this characterization and the resultant design process depend on the
central limit theorem and should only be accurate for large numbers of elements,
it is interesting that the performance of the ARRS with 18-element subarrays was
relatively close to predictions. It may be useful to investigate random arrays,
PARSs, and ARRSs with small numbers of elements and characterize how the
accuracy of the characterization used here is affected.
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The ARRS and PARS could be constructed using special types of random

subarrays, including binned arrays [7] or arrays with a nearest-neighbor constraint
[8]. These in particular are interesting because purely random arrays have no
built-in safeguards against element clustering, which can introduce coupling and

may decrease the effectiveness of the array. It may be wise for practical ARRS

and PARS implementations to use some such method of ensuring that individual
“elements are not too near one another. Binned and nearest-neighbor constrained
arrays also exhibit the possibly useful trait of suppressing the random sidelobes
nearest the main beam by reducing the array factor variance in that region.

An array of rotated random subarrays has been probabilistically characterized and
its performance compared to that of an array of non-rotated random subarrays.
Rotation resulted in some improvement in sidelobe level and lower frequency
range without greatly increasing the complexity of the array’s geometry. A
sample design demonstrated the effectiveness of this class of array, and it is
suggested that some existing refinements to the purely random array should be
implemented in the subarrays of the ARRS in order to increase its practicality for
real applications.
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Fig. 1: Layout for periodic array of
random subarrays, including
subarray boundaries and orientation
axes. Elements are randomly placed
using a normal distribution.

Fig. 3: Layout and rotation pattern
for array of rotated random

_ subarrays. Elements are randomly
placed using a normal distribution.
After rotation, individual elements
all have the same orientation.

Fig. 2: Probability that all sidelobes
are less than —13 dB for 3 different
values of N in a PARS of 4 subarrays
as a varies with frequency. Solid
line: N=170. Short-dashed line:
N=210. Long-dashed line: N=250.
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Fig. 4: Probabilities vs. r of an
ARRS (solid line) and PARS
(dashed line), each with 400
elements and 3600 square
wavelengths total area.
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Fig. 5: Number of elements required
to achieve a —20 dB sidelobe level
with 85% probability vs. a, which
depends linearly on frequency, for an
ARRS (solid line) and a PARS
(dashed line) with four subarrays
each.
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Fig. 7: Calculated ¢ =0 plane of the

‘72-element ARRS array factor at 3
GHz. Solid line is the —13 dB design

requirement.
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Fig. 9: Calculated ¢ =0 plane of the

72-element ARRS array factor at 30
GHz. Solid line is the ~13 dB design
requirement.
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Fig. 11: Calculated ¢ =0 plane of

the 1316-element PARS array factor
at 15 GHz. Solid line is the —-13 dB
design requirement.
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Fig. 10: Calculated ¢ =0 plane of

the 1316-element PARS array factor
at 3 GHz. Solid line is the —13 dB
design requirement.
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Fig. 12: Calculaied ¢ =0 plane of

the 1316-element PARS array factor
at 30 GHz. Solid line is the —13 dB
design requirement.
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- Fig. 13: Calculated ¢ =0 plane of

- the 1316-element ARRS array factor
at 3 GHz. Solid line is the -25 dB
predicted sidelobe level.
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Fig. 15: Calculated ¢ =0 plane of

the 1316-element ARRS array factor |

at 30 GHz. Solid line is the —25 dB
predicted sidelobe level.
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1. ABSTRACT

A Transmit/Receive (TR) module for Unified S-Band (USB) and Satellite
Ground Link Subsystem (SGLS) frequencies has been developed and
fabricated for a Phase Array Antenna (PAA) demonstration. The TR module
has the unique features of an on board daisy chain control using a Complex
Programmable Logic Device (CPLD) and a Built in Test (BIT) circuit using a
micro controller for reporting health status of power amplifier and low noise
amplifiers. The feedback information is provided via telemetry in packet
format. The RF section includes two transmit channels capable of
transmitting 30 dBm in each, and two receive channels with low noise
amplifiers with 1.0 dB noise figure. The dual transmit and receive channels
are separated by ceramic based dielectric resonator filters that uses a band -
pass response for the receive band of 2200 — 2300 MHz and a notch filter for
the transmit section which provides a rejection of 60 dB in the receive band.
Each channel incorporates a 4-bit phase shifter, a 5-bit attenuator, gain
blocks and on-off switch. In addition, each of the receive channels and
transmit channels are connected via a polarization circuit to allow LHCP
and RHCP. The format of the TR allows two independent transmit and two
independent receive beams. The insertion of the module has been designed to
handle hot switching and circuits are incorporated for full protection of the
beam former in case of module failure. This paper will detail the format,
functionality and performance of the TR module.
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2. INTRODUCTION

Low cost component design and implementation issues are critical in
developing a practical phased array antenna. Combined RF, Digital and
monolithic circuits are important but not the only critical issue.

Affordable antenna arrays operating at microwave frequencies are
envisioned to consist of active modules that employ microwave integrated
circuits located at each radiating element of the aperture. The antenna system
consists of a separate receiver and transmit aperture capable of rapid beam
motion. The transmitter antenna should be capable of high radiation power levels
" and the receiver antennas must achieve high G/T ratios. Beam agility and high-
radiated power levels in association with the close spacing between the radiators
drive the antenna design. The requirement for fast beam switching will require
digital control circuits to calculate phase shift settings. A high RF radiated power
level developed from closely spaced RF amplifiers generates very large heat
"densities. This forces the transmit antenna to increase in area to where beam
pointing accuracy limits the array size. The great number of elements in the array
- emphasizes the need to develop a practical method of distributing control signals
throughout the array. A Geodesic Dome Phase Array Antenna (GDPAA) is
considered for the Air Force Satellite Communication Network (AFSCN).
Implicit in the system function array is the need to operate the array in full
duplex operation. Additionally the array should be capable  of controlling
fundamental radiation characteristics such as beam width, beam size, side lobe
levels and radiated power, in order to realize different antenna characteristics
required by the various satellites. The array aperture consists of a large number
of radiating elements that are spaced approximately half a wavelength at the
upper end of the operational frequency band. The frequency response and
excitation of each element in the aperture can be independently controlled. The
aperture can be fully or partially utilized either to direct energy over a large
volume or intentionally directed in a certain direction. The capability of the array
to provide transmit and receive functions simultaneous and to rapidly alter the set
‘of configurations is possible due to active element control circuit. The active
circuits allow for the control of the radiation characteristics of the PAA. The
‘aperture can be uniformly illuminated to achieve maximum gain or tapered
illumination and to achieve low side lobes or beam shaping. The combination of
the variable attenuator and phase shifter permits the array Illumination to be
modified and the antenna beam to be scanned in any direction. The filter
specifies the portion of the aperture used by a particular system. . The phase
shifter, the variable attenuator and the amplifier are components that have been
developed in Microwave Monolithic Integrated Circuit (MMIC) technology in
the last decade. -
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The requirement for high isolation between transmit and receive channels

- focused the effort to investigate the exact performance that can be achieved from

the low-cost ceramic filters and traditional filters. In addition, low cost MMIC

" based power amplifiers for the transmit channel have also been located. Effort
was also directed towards the design of a low-cost phase shifters.

Other important factors that were considered in the development of the TR
module were:
TR module’s interface with beam former
Hot condition Operation
Polarization Diversity
Dual Transmit and Receive Channels
Low Cost with Justification
High Isolation between Transmit and Receive Channels
Digital Control on Board '
Ruggedness and Reliability

3. SYSTEM BLOCK DIAGRAM

Each transmit/receive module consists of an RF board and a DC control
unit controlling the MMIC’s on the RF board. The RF board has four channels
. comprising of two transmit and two receive channels. Figure 1 shows the block
diagram of the RF board of the T/R Module.

The transmitter path is shown by a dotted line to distinguish it from the
receiver path. The transmit frequency of operation is 1.75 — 2.1 GHz. The receiver
frequency of operation is 2.2-2.3 GHz. The transmit path consists of an input at
Tx1/Tx2 and output from one of the two antenna ports (A1/A2). The transmitter
signal passes through a four-bit phase shifter (¢ shift of 22.5%, 45°, 90°, 180%, a
'SPDT switch to open/close the RF path, a five-bit attenuator (attenuation levels of
1dB, 2dB, 4dB, 8dB, 16dB), a pre amplifier and then through another absorptive
type SPDT switch before reaching the embedded power combiner. The absorptive
SPDT switch is used to induce left hand circular polarization (LHCP) and right
hand circular polarization (RHCP) in the signal. A 90-degree hybrid is used to
provide quadrature phase in the input signal. The quadrature output of the hybrid
is amplified using MMIC amplifiers to a power output in excess of 30 dBm before
transmitting through a high rejection low pass ceramic filter. The overall gain of
the transmitter channel is 20 dB.
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Figure 1. Block diagram of the T/R Module

" For the downlink (receiver), the input signal is fed to a high rejection band
pass ceramic filter using A1/A2 port. The input signal passes through a series of
amplifiers, phase shifters, attenuators, and SPDT switches before reaching the
receiver ports (Rx1/Rx2). The total gain across the receiver band is 30 dB.
The specifications for the transmit and receive sections of the TR module are
detailed in Table I and Table II

Table I. Transmit channel specification

PARAMETER SPECIFICATIONS
Frequency 1.75-2.1GHz
Gain 20dB
Power output 30dBm
per channel
Phase shift 360°
Control Electronics
Retrofit Hot swap
Efficiency > 40 %
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Spurious <-85
Attenuation 3to 10dB

Table II. Receive channel specification

PARAMETER SPECIFICATIONS
Frequency 2.2-2.3 GHz
Gain 30dB
Noise Figure 1.2dB
Phase shift 360°
Attenuation 30dB min

The main components of the Transmit-Receive (TR) module are:
Ceramic diplexer with high rejection
- Low noise MMIC amplifiers
High Power MMIC driver and Power MMIC Amplifiers
Quadrature and in phase hybrids
4-Bit Transmit and Receive digital Phase Shlfter
5-Bit Digital Control Attenuators for Transmit and Receive channels
“Polarization selection
Xilinx digital controller (Cool Runner II CPLD)
PIC micro controller for Built-In-Test
RS-485 and SPI interface

3.1. DIPLEXERS

- Two diplexers are required to maintain optimum performance. The
transmit side of the diplexer filter, inserted after the transmit amplifier, prevents
wideband noise from entering the receiver, and degrading performance. The
receive section of the diplexer, prevents the coupled transmit signal from
degrading the linearity of the receive Low Noise Amplifier (LNA). The diplexer
filters are made of high Q ceramic resonators. Two types of diplexers were
investigated. The first consisted of a band pass type of response to provide at
least 60 dB of rejection at the crossover point between the bands. This filter
provided a loss of 1 dB in the transmit pass band and 1.5 dB in the receive path.
We then investigated a band stop band pass type of diplexer. This filter that
produces an insertion loss of 1 dB in the receive band consists of ten resonators
in -a coaxial structure. The transmit section loss was 0.5 dB with a rejection of
65dB at the crossover frequency. The band stop filter consisted of three sections
of notch filtering using ceramic technology.
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Table 1. Transmit filter specification

PARAMETER SPECIFICATIONS
Frequency 1.75-2.1 GHz
Insertion loss 1.0 dB Max
Return loss <-15dB
Rejection at 2.15 GHz <-50 dB

TABLE IV. Receive filter specification

PARAMETER SPECIFICATIONS
Frequency 2.2-2.3 GHz
Insertion loss 1.0 dB Max
Return loss <-15dB
Rejection at 2.15 GHz <-50dB

3.2. LOW NOISE MMIC AMPLIFIER

A low noise MMIC amplifier developed for the satellite and the radio
market for the frequency of 2.2 to 2.3 GHz has been used. The device provides a
gain of 18 dB with an associated noise figure of 1 dB. It is based on E-D
MESFET process and consumes very low current. ‘

3.3. FOUR BIT TRANSMIT AND RECEIVE PHASE SHIFTERS

A phase shifter design based on the MMIC switch incorporating a single pole
double throw was procured from Marconi. This device essentially replaces two
single pole double throw switches. The component count reduced from 10 devices
per phase shifter, (Total 40 for TR module) to 5 devices per phase shifter (20 per -
TR module). The design of the Transmit and Receive channel phase shifters was
detailed in Ref 1. The insertion loss of the phase shifter was measured at 8 dB
with a total change in insertion loss of 0.4 dB in all phase states.

The transmit phase shifters were designed based on low-pass, high-pass filter
sections switched between paths. The phase shifter provided 22.5, 45, 90 and 180-
degree phase shifts with an error of 10 degree for the 180 degree bit. Total
amplitude change for the phase shifter was less than 1 dB for all phase states. The
receive phase shifters were based on the switch line approach and exhibited an
insertion loss of 6 dB. Again the total amplitude change was less than 1 dB for all
phase states.
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3.4. POLARIZATION SWITCHING

A scheme for polarization switching has been incorporated into the TR module.
The details are shown below.
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Figlire 2. Polarization switching schematic

- Both LH and RH circular polérization is achieved in the transmit and
receive section of the module. Incorporation in the receive section is detailed in
Figure 2. ' K

4. . DC CONTROL BOARD

In the simplest terms, in a phase array system, a number of TR modules
are used to steer the beam in the required direction. This is programmatically done -
by selectively controlling each Transmit/Receive module by sending synchronous
command signals (e.g. data, clock and enable) to each module from the controller.
Different techniques are used to send the control signals from the controller to the
modules. In AFSCN system, the synchronous serial signals are sent from the
controller to the TR modules in a daisy chain sequence. This is done until all the
modules in the array have data in their shift registers. So the address of each

" module in the array is implied by the modules position in the array.

Xilinx Cool Runner I CPLD is used to provide the control signals to the
four channels. The DC control board is made as a stand-alone board so that the
boards could be easily detached from the module if found defective. The block

-diagram of the control board is shown and a description of the signal level
interface is given. Following this, the final post place and route simulations of the
Xilinx controller are shown. Figure 3 shows the control board on the right side of
the Rx section of the TR module.
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Figure 3. The T/R Module is controlled using a DC control board

4.1 BLOCK DIAGRAM OF THE BOARD

Figure 4 shows the simplified block schematic of the DC board. As can be
seen, synchronous serial signals are sent to the module from the controller. The
major components on the board are the PIC micro controller and cool runner II.

. One of the advantages of using the cool runner II device is its low power
consumption. The board has the capability of constantly monitoring the currents
going to the RF power amplifiers on the TR module. Also the module temperature
is constantly recorded using a precise temperature sensor. This information is
collected and stored in the PIC and sent to the controller upon request for further
processing. The asynchronous data from the PIC to the controller is sent using
differential RS485 format [4]. The RS485 driver is disabled after sending the data.
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Figure 4. Simplified block diagram of DC control

. Table V shows the DC board specifications. Final place and route
simulation for the on board Xilinx controller were performed to verify the
functionality of the design.

Table V. Specification for the DC board

PARAMETER VALUE
Operating Voltage +5V
Power Consumption - [40mA
Operating Frequency 4MHz
Data Transfer Time 4uSec

Based on timing simulations, the maximum frequency of operation
for the Xilinx controller is estimated to be 140 MHz. But the PIC device, which is
relatively slow device, receives the same synchronous signals from the interface
that are also sent to the Xilinx controller. To synchronize both these devices, the
final operating frequency of the board is set at 4 MHz. The total system is done at
this frequency and very reliable board operation is achieved. Both sides of the
control board are shown in figure 5.
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Figure 5. Top and bottom view of the control board

5. TR MODULE LAYOUT

The original TR module layout was conducted in a manner where the
Inputs/Outputs (I/O) from the beam former were on the opposite end, to the
antenna Output/Input (O/I) respectively. Later, it was clear that the /O from the
beam former to the antenna O/I needed to be on the same side to allow module
exchange in the hot condition. The width of TR module was restricted to a
‘maximum of 3 inch. The RF board was fabricated using grounded coplanar
technology to reduce coupling and grounding effects. The control board was
fabricated on Multilayered FR-4 substrate.

The completely assembled Transmitter section of the TR module with the
associated control circuitry is 9.25 inches long and is shown in Figure 6. The
receiver board is shown in Figure 7. The combined thickness including housing is
1.0 inch thick.

Figure 6. TX section of the TR module
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Figure 7. RX section of the TR module

6. DESIGN TO COST

The design to cost of the TR module has been conducted from project
initiation. From onset, the cost associated with the components - without
compromise in the performance has been the guiding rule. The availability of the
active devices for the PCS market has greatly influenced the cost of amplifiers
and phase shifters. Added with novel design and layout, the design to cost goal is
near reality.

7. MEASURED DATA

Measured data for the TR module is detailed below. Figure 8 and Figure 9
show the measured response of the receive channel polarization and attenuator
circuit respectively.
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Figure 8. Receive polarization performance
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Figure 10 and Figure 11 show the transmit channel attenuator and
polarization performance result. Figure 12 shows the measured performance of
the phase shifter over the transmitter band. Figure 13 shows the diplexer
performance over transmit and receive band. For frequency and amplitude
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Figure 9. Attenuator response from the receive section

measurements, the reference is set at 0° and 0 dB respectively.
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Figure 10. Transmit channel attenuator response
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Figure 12. Transmitter phase shifter performance
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CONCLUSIONS

An S-Band Transmit and Receive (TR) module has been developed for
Telemetry, Tracking and Commanding (TT&C) and communications at Unified
S-Band (USB) and Space Ground Link Subsystem (SGLS) frequencies to meet
the operational needs of the AF Satellite Control Network (AFSCN). An efficient
DC control board for the TR module has been developed, fabricated and tested. A
* design to cost exercise was conducted to ensure a low cost product. In the
transmit section of the TR module a power output of 30 dBm per channel with an
overall TX gain of 20 dB was achieved. The Tx section also includes a 4-BIT
phase shifter, a 5-BIT attenuator and polarization switching. In the receive
channel a noise figure of 2 dB was measured with an overall gain of 30 dB. The
dual Rx channels also include a 4-BIT phase shifter and a 5-BIT attenuator. In its
present form, the TR module is reproducible. A subarray of 78 elements (one
panel) has been successfully tested at the AFRL/SN Antenna Measurements
Facility, Ipswich, MA. A six-panel subarray was assembled by Ball Aerospace for
the testing of TT&C functions with NASA and DOD LEO satellites. This Air
Force Space Battlelab (AFSB) demonstration took place in August 2004 at the
NASA Flight Test Facility, Wallops Island, VA. Detailed results will be published
by AFSB in January 2005. ’
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MILLIMETER-WAVE BEAMFORMER FOR SHORT-
DISTANCE PROBING

V. A. Manasson, L. Sadovnik, M. Aretskin, M. Felman
WaveBand Corporation
17152 Armstrong Ave.
Irvine, CA 92614

Abstract: Testing results for a new beam-steering antenna are presented.
The antenna is capable of focusing electromagnetic energy in a small spot
located at short distances from the antenna, distances that for conventional
antennas fall into the near-field radiation region. One application for the new
antenna can be millimeter-wave based screening for concealed weapons.

Most beam-steering antennas designed for operation in a radar or in an imaging
sensor form slightly diverging beams. The beam cross-section is always larger
than the antenna size in the respective plane. However, some applications require
the antenna to form a beam that has a cross-section much smaller than the antenna
size. The straightforward way to decrease the beam cross-section is to use a
converging lens as an adjunct to the beam-steering antenna.  Such a system is
usually cumbersome, heavy, bulky, and suffers from extra absorption and
reflection losses. We describe a new beam-steering antenna that is capable of
forming converging beams with a spot size much smaller than the size of the
antenna.

We will present the design and testing results of a new beam-steering antenna that
is capable of focusing electromagnetic energy in a small spot located at short
distances from the antenna, distances that for conventional antennas fall into the
near-field radiation region. One application for the new antenna can be

- millimeter-wave based screening for concealed weapons.

The new antenna is a modification of the leaky-wave beam-steering antenna
developed at WaveBand Corporation. That antenna typically comprises a single
mode dielectric waveguide and a variable diffraction grating load. The diffraction
grating covers a surface of a spinning cylinder and rotates with the cylinder. A
conventional diffraction grating represents a periodic structure with a fixed period
(the grating constant). In our antennas, the diffraction grating pattern is not
uniform. The grating period varies along the drum circumference. The antenna
beam originates from the interaction between the feeding dielectric waveguide
and the active portion of the diffraction grating, the portion which is at the

322




moment close to the dielectric waveguide. The remainder of the diffraction
grating is passive. As the drum rotates, at different instants different portions of
the diffraction grating, with different periods, become active and produce beams
propagating in different directions.

The specific feature of the new antenna presented here is that the cylindrical
diffraction grating has a period that varies not only in one direction (along the
circumference) but also along the cylinder’s axis. Thus, different portions of the
antenna form beam fronts in different directions. Proper selection of the grating
period as a function of distance along the feeding waveguide can provide a
converging beam, as well as a beam of a more complex shape.

We have built an antenna with H-plane scanning capability. The active aperture
size in the H-plane is 18”. The antenna operates in the W-band. We tested itata
frequency of 94 GHz. The spinning drum diffraction grating was designed to
provide a narrow beam spot at a distance of 60 in (H-plane). To form the antenna
beam in the V-plane we used a cylindrical lens. The antenna architecture diagram
is shown in Fig.1.
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18 N Grating

&

Fig. 1. Focusing beam steering antenna diagram (H-plane)




The variable diffraction grating was designed to focus the beam in the H-plane at
a distance of 60 in (focal plane). The grating period varies continuously along the
drum circumference. This provides true continuous scan as the drum rotates.
Two examples of the grating period variations for two randomly selected instant
beam positions are shown in Fig.2. According to our simulations, those gratings
produce beam patterns shown in Fig.3.

0.105

0.1
0.095
0.09

Grating Period Along Drum Axis, in

Fig.2. Examples of grating period variation for two positions of the beam.
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Fig.3. Simulated power distribution within the H-plane for two converging beams
formed by an antenna with grating period variations shown in Fig.2.
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We tested the new antenna using a near-field antenna measurement system.
Rather than measure amplitude and field distribution in the near-field regions, we
placed the antenna at a distance of 60 in from the scan plane of the system. This
allowed us to directly measure the energy distribution in the antenna focal plane.
The measurement results for 10 different drum (beam) positions are shown in
Fig4.

4In .-...

‘——»

Fig. 4. Focal plane 2D-beam profile for 10 different drum (beam) positions.

Within the entire scan region (30 in) the antenna provides a narrow spot in the H-
plane. The spot size at the level of -3 dB is smaller than 0.5 in, or 4 wavelengths
(see Fig.5).

RN

Power, dB8
|

PR

X in
Fig.5. Focal beam spot in the H-plane is on the order of 4 wavelengths (0.5 in).
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The full-scale focal plane beam profile in the H-plane for 10 beams is shown in

Fig.6.
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Fig.5. Focal plane beam profile in the H-plane.

In the orthogonal plane (the V-plane), the beam profile is determined by the
cylindrical lens. The H-plane focal plane (60 in from the antenna) lies in the far
field of this lens, which starts at the distance of 4 in from the antenna. The focal
plane beam profile in the V-plane is shown in Fig.6. At the -3 dB level itis ~ 4 in

high.
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Fig. 6. ‘Focal plane beam profile in the V-plane.

Using the hologram technique, we have also reconstructed the H-plane beam
profile in planes parallel to the focal plane. The results are shown in Fig.7.
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Fig.7. H-plane beam proﬁles for a single beam at different planes parallel to the
focal plane. Numbers indicate distance between the antenna and the profile plane.
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The data shown suggest that the actual focus is located at a distance of 57 in from
the antenna, which is a little closer than the designed focal distance, 60 in.

The new antenna is designed for operation as a millimeter-wave sensor in imaging
scanners whenever the scanning plane is located at rather short distances from the
antenna, which can be the case, for example, in concealed weapon screening
systems.
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A New Antenna and Rectifier Circuit for Long Range
Passive RFID Tag Using 2.45 GHz ISM Band

Hitoshi Kitayoshi and Kunio Sawaya
Hatchery Square 7™ R&D, Tohoku University
04 Aoba, Aramaki, Aoba-ku, Sendai 980-8579, Japan
kitayoshi@hsq.niche.tohoku.ac.jp

Abstract:  This paper presents a novel long range passive RFID tag with 10
m reading distance under ISO/IEC 180004 specification. The base-station
transmit average power is 1 W, operating in the 2.45 GHz ISM band with an
antenna gain is 6 dBi. The proposed RFID tag size is a 70x25x4 mm. We
developed a divided microstrip antenna and a voltage multiplying rectifier
circuit for passive RFID tag. The divided microstrip antenna can handle a
receiving power port and a transponding modulation port separately by
3-terminal structure. When comparing the receiving signal level of
transponding from RFID tag, the proposed antenna is 10 dB efficient to
conventional dipole antenna. And the proposed voltage multiplying rectifier
circuit is configuration of short stub tank circuit and modified
Cockcroft-Walton circuit. The proposed rectifier is able to convert from 0.07
Vrms 2.45 GHz CW to more than 1 V DC and the power conversion
efficiency is about 40%.

1. Introduction

Recently, popularity of the RFID system as identification and tracking
technology has been growing rapidly. The RFID system is composed of the base
station (reader) and the transponder (tag). Since the RFID tag is required to be
compact, low price and long life without any the maintenance, passive RFID tag
without battery used at 2.45 GHz ISM band is most suitable. However, the
distance between the reader and the tag is limited because the field strength of the
responding signal from the tag is proportional to the inverse of the square of the
distance and becomes weak as the distance increases. Therefore, it is important to
develop an RFID tag applicable for a long reading range.
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In this paper, a novel passive RFID tag for a more than 10 m reading range is
proposed, where the transmitted RF power of the reader is 4 W EIRP at the
operating frequency of the 2.45 GHz ISM band. The proposed tag is composed of
a divided microstrip antenna and a passive voltage multiplying circuit, and the
size is about 0.64 x0.24 x0.0314 where A is the wavelength. The received
level at the reader for the case of the proposed tag is about 10 dB greater than that

 for the case of the dipole antenna of the conventional tag [1]. Since antenna is a
microstrip type antenna having a ground plane, it can be used in the vicinity of a
metal structure. The proposed rectifying circuit is composed of a tank circuit of a
A/4 short stub and modified 3-stage Cockcroft-Walton [2] circuit and can convert
from -10 dBm(Zy=50 Q) RF input of 2.45 GHz CW to more than 1 V DC voltages
at R;=33 kQ which corresponds to the RF/DC power conversion efficiency of
about 40%. | |

2. Geometry of tag antenna

Fig.1 shows the structure of the conventional passive RFID tag [1]. Variable
impedance Z, for the modulation of the transponding signal is connected to the
feeding terminal A-B of the tag antenna. A rectifying circuit for receiving the
power is also connected in parallel to the terminal A-B. Fig. 2 shows the structure
of the proposed passive RFID tag. The tag antenna is a divided microstrip '
antenna. PIN diodes as the variable impedance element for the modulation and a
rectifying circuit are connected to the terminals A-B and B-C, respectively.

Jotfo

Dipole antenn

a

Control
gy GND circuit

Fig.1 Structure of conventional passive RFID tag.
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Fig2 Structure of proposed passive RFID tag.

Fig. 3 shows the schematic diagram for evaluating the received signal level
. from the tag at the reader. The received signal level at the frequency of fo+fio are
calculated by using the method of moments (MoM), where f; is the RF frequency
and fi0 is the local frequency of the modulation of the RFID tag. The modulation
is performed by the PIN diode in the tag. Fig. 4 shows the received signal power
normalized by the transmitted power of the reader antenna as a function of the
length of the tag antenna L for the cases of the conventional RFID tag having
planer dipole antenna without ground plane and the proposed tag with divided -
microstrip antenna. The actual gain of the reader antenna is assumed to be 6 dBi
according to the ISO/IEC 18000-4 specification. The series resistance and the
junction capacitance of the PIN diodes are supposed to be R=1 Q and C;=2 pF,
respectively and the distance between the tag and the reader antennas is
z=83 A (10 m). It is noted that the received power level of the proposed tag is
about 10 dB higher than that of the conventional tag by selecting an appropriate
antenna length.
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Fig3 Schematic diagram for evaluating received signal level at reader.
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Fig4 Received signal level of reader antenna as a function of length
of the tag antenna L.
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Fig. 5 shows the received signal level of reader antenna as-a function of the
- normalized frequency for the cases of the proposed RFID tag versus thickness A
and strip conductor width w. The series resistance and the junction capacitance of
the PIN diodes are supposed to be R~=0 to 6 Q and Cp=1 pF, respectively and the
distance between the tag and the reader antennas is z=83 A. It is noted that the
received power level of the proposed tag is strongly dependence of the series
resistance value of the PIN diodes in case of small size tag which is a low
_resonance frequency type.

w=0.053 A

h=0.028 A
w=0.035 A

Receiving signél level [dB]
]
o
S

1

09 10 R 12
Normalized frequency

Fig.5 Received signal level of reader antenna versus thickness A and strip
conductor width w in case of proposed RFID tag
(z=83A4, L=0.3644 , Co=1 pF).
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Fig. 6 shows the received signal level of the proposed tag with varying the
values of the series resistance R; and the junction capacitance Cp of the PIN
diodes. The value of the junction capacitance does not affect the received signal
level significantly, while the value of the series resistance strongly changes the
received level, and a small series resistance is desirable to increase the distance
between the reader and the tag.

e o A,
e —_—
iy

| w=0.0534,h=0.02.4

Fig6 Received signal level of reader antennia versus
~ series resistance and junction capacitance of PIN

diode in case of proposed RFID tag.
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Fig. 7 shows the received signal level of the conventional RFID tag having
planer dipole antenna without ground plane with varying the values of junction
capacitance Cyp and the series resistance R, of the PIN diodes. In this case the
value of the series resistance R, does not affect the received signal level
significantly, while the value of the junction capacitance Cy strongly changes the

received level, and a small junction capacitance is desirable to increase the
distance between the reader and the tag. '

100 //22; GHz, 7=834,
=0.364 4, w=0.0534

. {0 /

~120 F

-130

Receiving signal level [dB]

-140

Fig.7 Received signal level of reader antenna versus
series resistance and junction capacitance of PIN
diode in case of conventional RFID tag.

356




3. Rectifying circuit

For the case of the rectifying circuit of the conventional tag shown in Fig. 1,
a high impedance of the tag antenna is desirable to obtain the high DC voltage.
However, required power to generate 1 V for the control circuit is more than 0
dBm even when a high impedance antenna such as the folded dipole antenna is
used, because a simple diode rectifying circuit is used. '

The received power of the microstrip antenna of the proposed tag is
estimated to be about -10 dBm at the distance of z=4 m assuming that the
transmitted average power is 1 W and the gain of the reader antenna is 6 dBi. This
power is enough to operate the control circuit of the RFID tag. However, the
estimated value of the received DC voltage is as low as 0.1 V assuming 50 Q load,
which is too small to operate the control circuit. Therefore, a rectifying circuit
boosting DC voltage more than 10 times and working at 2.45 GHz band is
required to obtain the DC voltage higher than 1 V with 30 pW power
consumption.

Fig. 8 shows the proposed rectifying circuit composed of a tank circuit of a
3 1/4 short stub and modified 3-stage Cockcroft-Walton circuit. The first diode of
the original Cockcroft-Walton circuit [2] is removed. The uniform values of the
capacities in the original Cockcroft-Walton circuit are also changed as lower
capacitance of the input side capacities. The rectifying diode used in this study is
HSMS-286 (Cy=0.25 pF). DC output of the proposed rectifying circuit is
numerically analyzed by using the SPICE transient simulator. Fig. 9 shows the
frequency response of the proposed rectifying circuit when the input RF power is
-10 dBm and load resistance is R;=33 kQ. DC voltage of about 1.15 V is obtained
which is considered to be enough to operate the control circuit. The conversion
efficiency of the proposed rectifying circuit is about 40%, which is much greater -
than the conventional Cockcroft-Walton circuit. '

357




 0.15pF 38 A /4 short stub

' !L D1,D2,D3

: : 1 pF HSMS-286

D2 D3 100nH pe output

1 10 pF |
s pF P ; |

Fig.8 - Proposed rectifying circuit.
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4. System design |

Traditionally, passive RFID tags operate at 915 MHz or 2.45 GHz using
dipole antennas, and their reading distance is typically limited to less than 10 m or
4 m, respectively, e.g., 9.25 m with a conventional Cockcroft-Walton circuit
operate at 915 MHz [3], and 3.3 m with SAW temperature sensor operate at 2.45
GHz [4]. In this section, propose a system for the multipoint temperature
indication by using passive RFID tags under operating ISO/IEC 18000-4
specification. ‘

The configuration block diagram of multipoint temperature indication system
to propose to Fig. 10 is shown. The purpose of this system is monitor of the
* equipments for high-voltage power transmission and distribution. The reader
transmit average power is 1 W, operating in frequency hopping spread spectrum
(FHSS) method used at 2.400-2.427 GHz with an antenna gain is 6 dBi. And the
transmit spread spectrum generated by FH-CW and pulse modulation is effect to
increase- the crest factor of the receiving RF signal at the RFID tag. The received
power of the microstrip antenna of the proposed tag is estimated to be about -18.5
dBm at the distance of z=10 m assuming that the reader transmitted power is 4 W
EIRP. Therefore, the problem of the RFID tag is the reduction of the power
consumption and the operating voltage.

The RFID tag had a temperature sensitive X’tal oscillator circuit for generate
fio, and the operation temperature range is from -40°C to +85°C and the
~ measurement accuracy is +0.3°C, and the transponding signal to the reader with
temperature information f; o is modulated with the ID code. The receiving signal
level at the reader from the RFID tag is about -100 dBm. The receiver circuit of
the reader composed of a narrow band filter for the high accuracy of frequency
measurement. The reader has a data base and the temperature is changed from the
‘analyzed FFT frequency spectrum of transponding signal of the RFID tag by it,
and the ID code is demodulated from the spectrum. The reader indicates are ID

codes and temperatures of RFID tags.
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Fig. 10 Configuration block diagram of multipoint temperature indication system.

5. Experimental results

The circuit diagram of temperature sensing passive RFID tag for the
proposed multipoint temperature indication system is shown in Fig. 11. With this
circuit, proposed divided microstrip antenna is used for the RF power reception
and transponding operation. However, it used varactor diodes as the variable
impedance element Z, for the modulation with low consumption power than PIN
diodes. And the RFID tag used X'tal sensor oscillation circuit by an advanced
ultra-low-voltage CMOS gate IC for the transponding modulation control of it.

Fig. 12 is consumption current characteristics at the transponding modulation
control circuit of proposed temperature sensing passive RFID tag. In this figure,
the voltage and the current which the transponding modulation control circuit
- begins in the oscillation about are 0.4 V and 1 pA, respectively.
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Fig. 11 Circuit diagram of temperature sensing passive RFID tag.
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‘Fig. 12 Current consumption characteristics of RFID tag.
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The circuit diagram of voltage multiplying rectifier for the proposed
temperature sensing passive RFID tag is shown in Fig. 13. This rectifying circuit
modified the circuit which was shown with Fig. 8 because it matched to the FHSS
method.

Fig. 14 is V+ DC output frequency response of the experiment with the
transponding modulation control circuit load in Fig. 13. In this experiment, the
input RF power and the output DC voltage are -20 dBm and 0.56 V, respectively
and the V+ DC output is exceeds the minimum operation voltage of the
transponding modulation control circuit. But, the RF/DC power conversion
efficiency is about 10 %. The cause of this efficiency decline lowered the Q value
of the rectifying circuit because it matched to the FHSS method.

Fig. 15 shows the input reflection coefficient S11 frequency responses of the
divided microstrip antenna loaded varactor diodes versus impressed DC bias
- voltage Vout. Proposed divided microstrip antenna can change a resonance
frequency by the small impressed DC bias voltage, which can be understood by
seeing this figure. Also, the phase change of the S11 influences a transponding
* signal level. :

Fig. 16 is the photograph of passive RFID tag to have used for the
experiment.

- fo=2.4 GHz
Pulse modulation 10:1

Avg. input power -20 dBm
Peak input power -10 dBm

50 Q l 0-2|£F A /4 short stub
' !1 D1,D2,D3
- ___.l I.‘£’5 PF HSMS-286
Connect to control

/ D2 D3 V+ 33kQ  circuit (VDD)
— D——T1——wW—T7"
3.9pF 3.9pF T 0.1 uFT HZ2C2

Fig. 13 Circuit diagram of voltage multiplying rectifier.
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Fig. 15 Frequency respohse of divided microstrip antenna.
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Fig. 17 shows the block diagram of experimental setup for multipoint
temperature measurement by using proposed passive RFID tags. In this
experiment, the reader transmit power is 1 W EIRP and used a pulse modulation
RF signal generator and a RF power amplifier and a 10 dBi double-ridged guide
antenna, respectively for the airing. And the receiver is composed of a RF
spectrum analyzer and a 10 dBi double-ridged guide antenna.

The photograph of the situation of the experiment is shown in Fig. 18 and 19.
In this experiment, the distance from the reader to the RFID tag No. 1 and No. 2 is
3 m and 3.5 m, respectively and the observed frequency spectrum is shown in Fig.
20. The frequency spectrum observed three times, i.e. the 1% is the condition of
Tag #1=27°C and Tag #2=27°C, and the 2™ is the condition of Tag #1=44°C
and Tag #2=27°C, and the 3™ is the condition of Tag #1=44°C and Tag
#2=53°C . The temperature of each of the two tags can be evaluated as the
frequency of the observation spectrum, which can be understood by seeing Fig.20.
By the way, the accuracy of the oscillation frequency of the temperature sensor
can be evaluated is better than + 0.1 Hz, because the RF signal generator and the
RF spectrum analyzer of the reader are phase locking by using 10 MHz reference
frequency. '
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Fig. 17 Block diagram of experimental setup.
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Fig. 19 Photograph of experimental setup of base-station.
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Fig 20 Received signal frequency spectrum from RFID tags at reader.
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6. Conclusion

A novel passive RFID tag for a long reading range composed of a divided
microstrip antenna and a rectifying circuit boosting the DC voltage has been
proposed. It has been shown that the received level at the reader for the case of the
proposed tag is about 10 dB greater than that for the case of the dipole antenna of
the conventional tag. Since antenna is a microstrip type antenna having a ground
plane, it can be used in the vicinity of a metal structure. The proposed rectifying
circuit is composed of a tank circuit of a A/4 short stub and modified 3-stage
Cockcroft-Walton circuit and can convert from 0.07 Vrms RF voltages of 2.45
GHz to more than 1 V DC voltages which corresponds to the efficiency of about
40%. Also, long range passive RFID tag with 10 m reading distance under
ISO/IEC 18000-4 specification showed to be possible because the proposed RFID
tag worked at the reception 2.45 GHz band RF power of -20 dBm by the
experimental result. Moreover, experimental results were shown of the multipoint
temperature measurement system by using proposed long range passive RFID
tags. :
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1. ABSTRACT

A new type of a cavity-backed slot antenna is presented and discussed. The new
antenna is extremely efficient and has a wide bandwidth of operation. It can be
used as a directional panel antenna with low side-lobe level and high front to
back ratio.

2. INTRODUCTION

Over the past few years, there has been a rapidly growing interest in high efficient
antennas with enhanced electrical characteristics in the communication industry,
especially for high-speed, high capacity service delivery. The conventional
directional panel antenna design, based on a microstrip patch or a printed dipole
antenna, does not allow to design a high efficient antenna operating in a specified
waveband with desired electrical characteristics, especially with low return loss, low
side-lobe level and high front-to-back ratio.

In this paper the results of a theoretical modeling and experimental study of a novel
high efficient directional panel antenna are presented and discussed. The elementary
radiating element of the proposed antenna array is a cavity-backed slot operating on

_its loweSt. Hyg mode. Experimental studies of the antenna indicate that the antenna is

well balanced and has a very low return loss in a wide frequency range.

The proposed antenna has a low side lobe level and a high front to back ratio. The
radiated field of the antenna is linearly polarized with a low cross polarization level,
which is illustrated by a series of experimental data and results of numerical
modeling.

3. THEORETICAL MODEL
The theoretical model of a cavity-backed radiating slot is based on a rigorous solution

of a corresponding 2D scattering problem and a transmission line model of a radiating
element.
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Consider a 2D geometric figure, as shown in Fig.1.The cavity-backed slot is excited
by a line magnetic current placed at the point P in the upper half-space. The problem
can be formulated as a singular integral equation [1] for an unknown electric field on
the slot

TEGG, %)+ Gy =2, M)

where E(x) is the unknown tangential component of the electric field on the slot, Gu
and G:

& X
.P
-a -C cC _@a
77777 1777y
A b g

yoryayed

Fig.1 Cavity-Backed slot.

are Green functions of the upper half-space and the cavity respectively:

G(¥,%) = ——21‘~H§2)(k|x'—xl), )
w
Gy () =i > 75—2; coth(y, ) c0s(2 (- ) cos(G (¥ =),

2a
Taking into account the fact that G, and G, possess logarithmic singularity, the
kernel of the equation (1) can be expressed in the form

. 2
where w=JE is the free space impedance, ¥, = ("”) -k, ¢§,=1 6,=2.
£

G +G, =i —j—w-’iln(rzlx' ~x])+ K(¥,%), )

where 7 is a constant defined by the geometrical parameters of the cavity, the slot
width and the frequency of incident field, while K(x',x) is a continuous function of
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two independent variables. The fact that G,(x,x")can be given in the form of (4)
. stems from the asymptotic behavior of coefficients of (3), and the formula [2]:

i cos(la‘)

k=1

—log

25in%|, t e[-2n,2x]. %)

We seek the unknown function E(x) in the form of:

S()
(=B ©

where T, (x)are the Tchebyshev polynomials. Presentation of the unknown field in

_the form (6), together with a weight function to account for the singular behavior of
E,(x) at edges of the aperture, and consideration of the orthogonal properties of the

Tchebyshev polynomials on the interval [-c,c], allows the transformation of (1) into a
system of linear equations

X + Z Xn an,m = bm (7)

here a,,, and b,,,. are the Tchebyshev coefficients of the K(x,y) and the incident field,

respectively . It is possible to show [3] that the following estimates for the
coefficients q, ,, are valid:

n® const

8 m? -1)(n* -1)

@®)

n,m

®

n=1

here N is the order of the truncation of (7). In the assumption of a narrow slot, the
solution of (7) can be given as

2w Jo (kesin(@))

0o =5

ke 7z cotfe) m() cothfr,b) 1 :
A sm(;’z)) ~2ny’ ( e ) e s )J(

2a
(10)
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Jy(x) - is the Bessel function of the zero order, y =1.7810 - Euler constant. It is
necessary to note that coefficients in the infinite series in the denominator decay as
O(n™*'?) as n—>. It is assumed that all other coefficients x; for i>0 are

negligible small.

Numerical studies showed that the narrow slot approximation and exact solution
agree well if the slot width is less then one tenth of a wavelength. The narrow slot
solution does not depend upon cavity size or slot position. The only factor which can
effect the accuracy of calculation of cutoff frequencies is a truncation order in the
‘series in (10), but as it was already indicated above, the series terms decay fast
enough to ensure numerical stability of the summation process.

Expression (10) readily provides information about resonant characteristics of a
cavity-backed slot, including the lowest Hoo -mode and all cavity modes. The
denominator in (10) also contains a term responsible for a quarter wave resonance in
a groove.

4, TRANSMISSION LINE MODEL

At the next step the cavity-backed slot antenna is presented as a short-circuited
cavity-backed slot line with the line impedance Zo as shown in Fig.2.

L A b
7.1 L 117

ol
R d

B

Fig.2 Transmission line model of the Cavity-Backed Slot Antenna.

Here AB defines points of excitation of the antenna. Te slot length / is equal to the
sum of the right and left antenna shoulders. As the slot is shunted at its ends, it is
natural to assume that Z;=Z,=0, in this case the input impedance at AB can be
defined as ‘

- _, _tanh(hh)tanh(hl,) (1)
w70 tanh(hl,) + tanh(hl)

Formula (11) accounts for cavity and slot parameters: cavity width and depth, slot

width and length and allows to calculate input impedance of the antenna for any

combination of their values as a function of frequency. The propagation constant of
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the line h=h'+ jh"is a complex function where A" represents radiation losses of a

leaky cavity-backed slot wave. Typical characteristics of input impedance at points
AB defined by (11) is given on Fig.3.

Input impedance of the cavity-backed slot antenna tends to infinity in the
neighborhood of a cut-off frequency of the cavity-backed slot wave f ~ 2.65GHz. At
the second resonance at 5.8 GHz the input impedance is equal to 50 Ohm. Results of
numerical modeling of the input impedance of the cavity-backed slot antenna indicate
that the second resonance is the most suitable for designing of a wideband antenna.
The input impedance at this point can assume values from several to a hundred Ohm,

depending on cavity and slot dimensions.

1500

1250- /\

£

Input Impedance (Ohm)
g g
L
|
L]

25.0'>< \

I ———r
\
\

Fig.3 Input impedance of a Cavity-Backed Slot Antenna.

The lowest possible value of the input impedance at the first resonance f ~ 3.75 GHz
is 200-300 Ohm.

5. EXPERIMENT

Results of numerical modeling of the cavity-backed slot antenna were used in a
- design of a directional panel antenna for operation at 5.8 GHz.
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Fig. 4 The front view of the antenna.

The main objective of the design was to achieve a maximum possible efficiency and
bandwidth of operation and to decrease the ground plate edges effect on a radiation
pattern in the H plane. The photograph of the antenna prototype is shown on Fig.4.
The antenna dimensions are 8.5*10.5cm. The ground plane is manufactured from a
Teflon copper laminate. A copper foil, forming backing cavities, is electrically
connected to the upper copper layer by means of copper rivets. The antenna has an
edge mount SMA connector. The antenna has

Return loss (dB)
8
|
\

ANV
REER
REER

52 54 56 68 60 62 64 66 68
. GHz
Fig.5 Return loss of the antenna versus frequency.
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two active slots excited by microstrip lines and four passive slots. Active slots
parameters: width and lengths and backing cavity size are chosen to resonate at

5.8GHz. Results of experimentally measured return loss of the antenna are presented
on Fig. 5.

270

Fig.7 H-plane field patterns at 5.8 GHz. 1 — single slot, 2- one active and two passive
slots.

The —14dB bandwidth of the antenna is equal to 3.5% of the resonant frequency
(200 MHz). Experimentally measured field patterns of the antenna in the E and H
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planes are given on Fig.6 and Fig.7 (curve 2). On the Fig. 7 it is also shown the field
pattern of a single slot (curve 1) on a ground plane of the same size as the antenna.
Passive slots significantly reduce the edge effect on a field pattern. The HPBW of the
antenna in the H plane is equal to 115° and 145° without passive slots. Passive slots
also significantly reduce radiation in the backward direction. The coupling effect
between two neighboring slots can be either enhanced or suppressed by changing
resonant frequencies of passive slots, which gives an opportunity to control the
amplitude of a magnetic current on the slot and consequently influence the far field
pattern. The HPBW of the antenna in the E plane is equal to 30° and the antenna gain
is 10.7dBi. The idea to use a quarter wave groove near an edge to reduce its effect
on a field pattern is well known and often used in antenna design. The main
difference between a resonant groove and a cavity-backed slot is the bandwidth of
operation. Quarter wave grooves are narrowband, the use of grooves instead of
cavity-backed slots in the antenna will result in a significantly narrower bandwidth of
operation of the antenna.

6. CONCLUSSION

A new design of a cavity-backed slot antenna is proposed and discussed.
Experimental studies showed a good agreement between predicted and
experimentally observed antenna characteristics. The proposed antenna is extremely
efficient and has a wide bandwidth of operation. Incorporation of passive resonant
slots in the antenna design significantly reduces the edge effect and decreases
radiation in the backward direction.

The proposed design can be effectively used in a design of a high efficient directional
panel antennas and antenna arrays.
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Abstract

Conformal phased array antennas, flush-mounted on future generation tactical mis-

- siles, have been envisaged to provide high data rate of transmission and in flight retarget-

ing, adding to mission flexibility, in terms of improved battle damage assessment/indication
(BDA/BDI) through enhanced target imagery. For such defense communication systems,
it is critical that the antenna performance be accurately characterized. The main pur-
pose of this investigation is to seek quantitative information on antenna locations, flush-

‘mounted on the curved part of the missile structure, and, their subsequent influence on

the antenna radiation behavior. The mutual coupling is a function of antenna location
pairs on a convex structure, and manifests itself in terms of active element gain pattern
of the antenna. In this paper the mutual coupling between a pair of short, axial, narrow
slots is represented by the surface magnetic field and on canonical topologies that are
structurally close to that of Raytheon MIM 104 (Patriot) missiles, for frequencies around
10 GHz. For this typical missile geometry, since its fuselage can be modeled by a circu-
lar cylinder, a host of high-frequency (asymptotic) solutions to the canonical problem are

- readilly applicable to model mutual coupling. At high-frequencies, the phenomenon of

mutual coupling is electromagnetically modeled by creeping wave propagation over the
curved, convex part of the missile structure. In this paper, the mutual coupling is studied
by numerical comparison of three asymptotic (high-frequency) creeping wave formula-
tions for the surface magnetic field for cylinder radii ka ~ 10 and 43, and, for axial
offsets of 0 and 3)\. For small (ka =~ 10) cylinders, the three creeping wave formulations
were compared against the rigorous results obtained via FDTD ( Finite Difference Time
Doman) technique. The preliminary comparison of rigorous and asymptotic techniques
show marked differences in the neighborhood of the paraxial region, suggesting the need
for further investigations into the creeping wave mechanism of mutual coupling in con-
formal phased arrays.
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1. INTRODUCTION

Future-generation tactical missiles, may be envisaged to need more technical sophis-
tication for rapid transmission and reception of critical information. In some specific
combat scenarios, it maybe necessary to inflict severe and complete damage to the en-
emy targets, and rapidly convey the same information via secure, high data rate commu-
nication links between the missile and a remote (military) location. One of the essential
conditions is thus to ensure the survivability of such comminication links [1, p. 232].
Consequently, it turns out that the proper functioning of the antenna system, which is
the front end of the physical layer in a communication link, is a key feature for reliable
performance of such systems. Electromagnetic characterization of such flush-mounted
antennas, and an understanding of the relationship between their radiation behavior and
 the survivability of communication links, is the main subject of this paper. :

Application of arrays to military and commercial communication systems is well
known [2],[3]. Recent interest in conformal arrays [4]-[6], following the early work
[71,[8], suggests scope for further investigations for new applications. It has been ob-
served in [3, ch. 9] that degradation of channel SINR occurs when strongly coupled (or
weakly isolated) antennas are used as an array for transmission/reception. Furthermore,
for conformal phased arrays, prediction of coupling is extremely important, necessiating

_use of accurate mathematical models [2, ch. 4].

For conformal arrays it has been shown in [8] that element gain pattern (in an array
environment) is significantly different from the corresponding isolated element pattern.
The mutual coupling, which is a manifestation of traveling electromagnetic waves guided
along the curved part of the missile structure, can cause vanishing of such element gain
patterns for certain physical observables. A typical situation of antenna-to-antenna cou-
pling, for a pair of physical locations on a tactical missile structure, is shown in Fig. 1.-
The purpose of this investigation is to identify the detrimental effects of mutual coupling

~ for such scenarios via numerical modeling. Such predictions are aimed at identifying
" coupling paths which would cause directive antenna gains to vanish, causing catastrophic
link failures. To that end, mutual coupling between antennas has also been studied from
an EMI/EMC point of view [9]. } '

- Calculation of mutual coupling for missile structures at radar frequencies > 10 GHz
is a computaionally challenging problem. As discussed in [10], the various state-of-art
modeling tools/techniques, based on rigorous/exact approaches (or solutions) such as in
[11],[12,ch. 2], are of little use due to severe convergence problems.

High-frequency/quasi- or ray-optic [13, ch. 12]-[22] techniques are employed in situa-
tions where the frequency is high enough. These techniques are typically asymptotic ex-
pansions of the exact solutions to the canonical electromagnetic boundary value problem.
The numerical accuracy of such solutions increases as the wavenumber (or frequency)
increases. »

. Another advantage of employing the ray-optic or high-frequency solutions is their
amenability to physical interpretation in terms of extension of the laws of classical geo-
metrical optical optics. Referring to Fig. 1, such implies that at sufficiently high frequen-
_ cies electromagnetic energy from antenna A is coupled to B via paths, that essentially
~ obey the Fermét principle of least time (or shortest path). It follows that such short-
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Fig. 1. Coupling phenomenon between antennas located on a tactical missile structure such as the Patriot MIM 104
shown in [1, p. 30, Fig. 2.16]. The coupling path shown here is taken to the shortest distance between A and B on the

curved, convex surface part of the missile. The shortest path on a curved, convex surface is known as a geodesic. The -

fuselage section of such a tactical missile can be modeled by a circular cylinder.

est paths between two points on a curved, convex surface are geodesics, and the waves
traveling along geodesic paths are known as creeping waves.

It must be remarked that experimental verification of creeping wave formulatlons in
[16], are available in the recent works in [23],[24]. This important validation suggests the
.application of the theory to new applications. Extension of the creeping wave theory to
model antennas on missile structures made from composite materials has recently been
addressed in [25]. A computer analysis code, used primarily for EMI prediction for
aircraft antennas, has been developed and described in [26].

In this paper the creeping wave theory is employed to study the mutual coupling be-
tween antennas. The results, and the ensuing conclusions are therefore valid at high
frequencies. The missile fuselage, as shown in Fig. 1, is modeled by a circular cylinder.
To examine the effect of curvature and axial offsets on the creeping wave coupling, the
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antennas are considered to be far away from the missile nose-cone. This simplifies the
calculations, since, to the first order the effects of diffraction from the tip of the nose cone
and wings/stabilizers can be ignored. Thus our results include effects of the curvature of
the missile fuselage only similar to an earlier study [27]. : ‘

In section II, relevant formulas for creeping wave theory from [16],[19] and [22] are
presented. The mutual admittance (Y;2) for two axially oriented magnetic current ele-
ments (point sources) is shown to be directly proportional to the H, component of the
surface magnetic field. The creeping wave representation for H, from the three (UTD,
T.S.Bird and Boersma-Lee) asymptotic techniques are include in this section. The im-
portance of mutual coupling and how it affects the array antenna gain pattern is discussed
in some detail with relation to creeping waves. Numerical results are presented in section
III, followed by a description of ongoing future work in section IV, and a summary in
section V. Two appendices are included; appendix I presents relevant formulas related
to geodesic paths summarized from [28], and appendix II includes the formulas for the
various hard (TE) surface Fock functions calculated from the formulas available in [20,
Appendix I]. Some of the numerical results on Fock functions are not widely known, and
are included here for for the first time. To that end, these results for the Fock functions
should serve as a benchmark for any future calculations. A selective list of references is
included.

I1. CREEPING WAVE THEORY AND MUTUAL COUPLING

As explained earlier, the mutual coupling is studied here for a pair of antenna locations
on a missile fuselage that is modeled by a perfect, electrically conducting (PEC) circular
cylinder. The general scattering model si shown here in Fig. 2, and its specialization to
antennas located directly on the cylinder is shown in Fig. 3. Furthermore, for identifying
the first order (or dominant) effects, the antennas on the fuselage are situated such that the
nose-cone and wings/stabilizers effects are not included. These considerations suggest
the general canonical model involving an infinite circular cylinder shown in Fig. 3. For
this model the appropriate mathematical formulation is developed in[15],[16],[18]-[20]
and [22]. The descriptions in these figures are complete enough for understanding the
geometrical features of creeping wave propagation.

Consider two narrow, axial, short slot radiators, A and B as shown in Fig. 3. Math-
ematically, these sources can be represented in cylindrical coordinates, without any loss
of generality, as

at location A, and,
O R @

and at location B, with (complex) excitations Vy 5, respectively. The three formulations
in [16],[19],22] allow one to calculate the surface magnetic field excited by either of
the slot antennas. More importantly, [16, Eq. (167)] has been shown in [23] to apply to
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‘Fig. 2. Scattering by a perfectly conducting circular cylinder in terms of two dominant creeping wave
(ray) paths. The unfolded cylinder corresponds to the high- frequency planar limit when ka — oo.

The moving trihedron (along the geodesic path length t, for Ql — Q) 1s defined by the unit vectors,

b (binormal), A (normal) and £ (tangent) such that, i = b x £. For source S — Ql, and, R — Qi, is the canonical
case for mutual coupling betwen antennas on a smooth convex surface, and, 8§, — 0 defines the paraxial region. The

. general topology shown here applies to the calculation of shadowing of wing-mounted antennas by the aircraft/missile
fuselage. A special case of this scenario is shown explicitly in Fig. 3, below.

surfaces with variable radii of curvature in Fig. 1. The result for a perfect, electrically
conducting (PEC) circular cylinder follows from the general result [16, Eq. (167)] as a
special case. In contrast, [19, Eq. (1)] is specific to the canonical case of a PEC circular -
cylinder only. Expressed in terms of the geodesic ray parameters, this surface magnetic
field, at location B due to a source at A, reads:

o0 =Tn®) - dnll). 3)

In (3) the subscript m refers to magnetic field or excitations (sources). The surface dyadic
Green’s function, from [19, Eq. (2)], in cylindrical systems read

G (B|JA)=22'G,,(BJA) + $2’G¢Z(B|A) + ¢ Gyy(B|A) @)

All the components in (4) lie on the cylinder, i.e., there are no components normal to the
cylinder curved surface. For two axially oriented slots in F1g 3, 2’ = z. This results
in the single component of the surface magnetic field, F(B|A) = 2H,(B|A). The final
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Fig.3. Illustrating the specific issue of mutual coupling between antennas A and B on a PEC circular cylinder through
creeping wave propagation. The creeping wave travels along the geodesic or shortest path from source (A) — receiver
(B). At high-frequencies, ka — 0o, the total field can be considered as a superposition of the fields on the clockwise
and counter-clockwise paths.

expression for H, from [16, Eq. (167)], specialized for a PEC circular cylinder, reads:
H.(B|A) = CoGo (kt) [sin” 6,C(£) + vo(€){sin? 6, + O(1 — O)(2 — 3sin’6,)}].  (5)

Equation (5) is the UTD Uniform Theory of Diffraction formulation for the creeping
wave field. In (5)

B(6)= 5 ot 8,06v;(6) ©

~ From [19] one cah obtain the corresponding expression for the surface magnetic field
that reads ’

H.(B|A) = CoGo(kt){vo(E)[sinz 0, + O(1 — 9)(2 — 3sin’ 6;)]

I (31 5 11 17
+ Q[Vo(f) (7-2- cos® 6y — Zi) +v1(§) (EZ -3 cos? Gg)
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+ vz(e)(-cos 0, + 40) + L ‘”(f)]}
| ™

(Equation (7) is referred to as the TSB formulation, in view of [19].) From [19] one can
also obtain the Boersma-Lee formulation [22] expressed as below:

H.(B|A)

COGO(kt){vo(g)[sin2 6, + O(1 — 9)(2 — 3sin?6,)}] -
— gsvo@)( s 0,+ 0| 3 - o1 06| |

- gCoG0 (kt) Q*€vy(€) cot? 6. (8
- In (5) to (8), one has the following terms defined as:
-7kt
Go(kt) = —,
0 = IZt and the complex constant,
_ =k
C = 27N,

©

The various hard (TE) surface Fock functions in (5) to (8) are defined in Appendix II.
The Fock parameter ’

= (%‘-L- sin 99) 34)5, (10)

for a circular cylinder. (For variable curvature convex surfaces, the general form for the
- Fock parameter is given in [16, Eq. (113)]). With the knowledge of H, (B|A) from (5),(7)
or (8), one can calculate the mutual admittance between the two slots via thc relatlonshlp

[16, Eq. (191)], as

' 1 .
Ym(eg:¢d;k) = " V*//dTb
1iv2 o
x [ [ dra{dp’ n(B) - Fim(BI)}
Qp '
= YBA(091¢d;k),
via reciprocity theorem

[13, pp. 404-409].
(11)
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For two magnetic point sources with strengths V; 5, it follows that
|YAB(697 ¢d; k)' x IHz(oga ¢d§ k)l

The UTD, TSB and B-L formulations for the axial component of the surface magnetic
field |H,| are available in (5),(7) and (8), respectively.

It is important to point out that of the three creeping wave formulations, the UTD
(or equation (5) )has been most widely used [9],[111,[23],[24]. However, in all these
investigations the paraxial term C(¢) in (6) was not considered. Its effects have been
included, for the first time, in the present paper. '

In (11): ‘ '

(i) V, and V, are the equivalent mode voltages of excitation associated with the domi-

nant electric field in the slot apertures
(ii) the differential elements d7,; and areas (4.5 refer to antennas A and B, respec-
tively.

The calculation of 8, and geodesic path length, ¢, have been defined in egs. (15)
and (16), respectively. Therefore, with these equations and (10), one can compute the
H,(BJ|A) via eqgs. (5) and (7) for a single creeping wave path in Fig. 3(a). To calculate
the total creeping wave field as in Fig. 3(b), it is merely necessary to re-calculate all the
necessary parameters in (15), (16) and (10) for the counterclockwise path, by replacing
¢4 — 2w — ¢g in these equations. The total H,(B|4) is then a superposition of the fields
from these two paths.

Following [13, p. 125, Eq. (3-103)], one can write its corresponding dual relationship:

Y:,L=Ym1::-/;/-:—1'+Ym2¥'12:+"'+meg+"'+YmNyv% (12) .
for the active input admittance Y2, in a general array environment. The various Y, are
the mutual admittances and are calculated from the knowledge of the surface magnetic
field as shown in [15]. This relation applies to arbitrary arrays, and hence if the surface
magnetic field due to slots on an arbitrary convex surface is known, the active input ad-
mittance can be calculated. It is emphasized that only [16] provides formulas to calculate
surface fields due to the sources on general convex surfaces. This is accomplished pri-
marily by introducing torsion factors and calculation of the geodesic radius of curvature
and geodesic lengths on such general surfaces. Some indications on how to calculate
such parameters have been made available in [28].

Once the geodesic and other curved surface parameters are known, one calculates
the all important Fock parameter £ from a more generalized formula available in [16,
p. 4-53, Eq. (113)]. This is the most important step; because calculation of { then
readily allows computation of the surface magnetic field through the various surface Fock
functions, which themselves are function of £ only. In this sense the formulations in [16]
are remarkable because the ray optical principles allows calculation of array performance
parameters on general convex surfaces. In [24] the Green’s function for slots on a doubly-
" curved surface has been taken from [16] and shown to agree with experiments.

Tt follows from our discussions that the active input admittance in a N-element array
is dominated by the creeping wave field. It has been shown in [8] that the radiation
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Fig. 4. Radiation pattern calculation in various regions as the observation point P moves around the cylinder. In the
direct illuminated region, the creeping wave and direct source ray interferences play a dominant role. In the shadow
region, the radiation pattern is dominated by creeping ray radiation only. The radiation fields can be calculated from
the formulations in [17].

field from a conformal array can be expressed as Floquet wave modes. So, when the
propagation constant of the Floquet mode equals that of a creeping wave then one might
expect a null in the active element pattern. This could be expressed following [12, p.
135, Eq. (3-120)] as:

g2(6, ¢) ~ gise(0, #)[1 — [Tap(by, ba; k)I7)- (13)

Equation (13) thus underscores the importance of the study of the creeping waves, where
the active reflection coefficient |I'y (6, ¢a; k)| is calculated using the various preceding
creeping wave formulas as in (5),(7) and (8). _

For a slot on a PEC cylinder the isolated element gain pattern, ghB (8, ¢), is calcu-
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lated via superposition of the fields from the appropriate ray paths as shown in Fig. 4(a)
and (b). For these regions the radiated field can be found in [16] or [17]. (Inciden-
tally, [17] has more improvements to the original form given in [16].) The appropriate
(high-frequency) analytical expressions for these radiated fields are not included here for
brevity, as they have not been employed in any following calculations in section III.

II1. NUMERICAL RESULTS AND DISCUSSIONS

The results for this section are shown in Figs. 5 to 8. It is emphasized that these are
preliminary comparisons. (Additional numerical investigations are in progress and will
be presented at the time of the presentation.)

In general, all the results show the variation of the surface magnetic field calculated

“from (5) and (7) with respect to the azimuth angle @4, and for various axial separations, -
Zoszser. For the calculations shown in Figs 7 and 8, a cylinder of radius 20.75 cms, and a
frequency of 10 GHz was chosen from [1, p. 132,, Fig. 6.4]. The geometry corresponds
closely to the data available for Raytheon MIM 104 (Patriot) tactical missile.

The numerical data for these results are contained in the respective figures themselves
and hence are omitted here for brevity. The FDTD techngiue was used for comparison
(Fig. 6) because it is evident from [8] that the exact calculations via the eigenfunction
method requires substantial analytical effort in the deep shadow regions.

The FDTD calculations, shown in Fig. 6, are very preliminary in nature. This is
because for ideal comparisons, one needs to eliminate the edge diffraction of the creeping
waves in order to compare the results for a finite cylinder vs. the results from (5),(7)
or (8), all of which are for infinite cylinder geometries. To understand the effects of
the edge contributions, results the same topology are currently being investigated for
cylinders of length 7 and for same electrical size ka =~ 10. In this case the dipoles will
be about 2\ away from the edges, and hence these results are expected to be slightly
accurate. Furthermore results from the FDTD technique are also being investigated for
dipole separations of 1\ and 2. o

One may summarzie the major conclusions from the preliminary results. It appears
that the three creeping wave formulations disagree for large axial offsets and for smaller
electrical radii (ka = 10). Far from the paraxial region, the results from the three are
in agreement. The agreement improves substantially for large and no axial offsets for
ka — o0, as evidenced by the results from Figs. 7 and 6, for ka =~ 43.

IV. FUTURE WORK

Current efforts are primarily aimed at further validation of the creeping wave surface
magnetic field against the FDTD calculations on longer cylinders to eliminate the effects
of edge diffractions. Additionally, investigations are underway to calculate the Y for
slots on cylinders via (5), (7) and (8) and compare these against the FDTD (or other
exact) calculations. .

It must be pointed out that [25] presents a formulation for the coated cylinder and its
extensions to arbitrary convex surfaces. However, no numerical results are available in
[25]. Therefore the validity of the results in [25] are unknown. It appears that the best
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Fig. 5. Comparison of creeping wave surface magnetic field, H, for ka = 10 and Zottser = 3 at 5 GHz. One
notices a difference of =~ 12 dB in the paraxial region, defined by ¢ < 60°.

way to improve the existing creeping wave formulations is to examine the limitations
of the canonical models, and then procced towards the more general geometries as in
[25]. The reason for this is that the original asymptotic formulations in [15]-[22] were
developed from the exact solutions to the canonical problem, and hence are analytically
tractable and more readily numerically verifiable. ’

- V. SUMMARY

Conformal array antennas on future tactical missile systems can provide enhanced
battle damage assessment and indication through improved target imagery via high data
rate communication links. At high frequencies the coupling of electromagnetic energy
between a pair of antenna locations can be accurately modeled via propagation of creep-
ing waves that travel along the shortest (geodesic) path between the location pair. The
analysis presented here indicates that creeping wave coupling can cause complete van-
ishing of the antenna gains for some specific situations.
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Fig. 6. Comparison of creeping wave surface magnetic field, H., for ka =~ 10 and Zoggset = 3 at 5 GHz in the
paraxial region ¢ < 40° against the FDTD calculations. For FDTD calculations a cylinder of length 5) was selected.
The short, magnetic dipoles were sclected of length 2—’;, and with constant excitations. The discretization (cell size)

used in the FDTD calculations was =~ 1"—5. The dipoles were 1) away from the curved edge of the cylinder.

For some select geometries the influence of mutual coupling (or antenna-to-antenna
isolation) was numerically studied using three different creeping wave formulations. The
preliminary results presented here indicate that the for small cylinders (ka =~ 10) the
UTD coupling formulation differs significantly from the other two across the paraxial

regions.
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APPENDIX I .
GEODESIC PATH AND CURVATURE PARAMETERS ON A CIRCULAR CYLINDER

The geometry of the geodesic path shown in Figs. 2 and 3 require the knowledge of the
unit vectors along the geodesic. Since the geodesic is the ‘shortest’ path on the cylinder,
unfolding the cylinder would cause the geodesic to be a straight line between two points
on a plane surface as shown in Fig. 2 (b). These unit vectors can be simply expressed in
terms of familiar cartesian coordinates as :

b = —%Xcosfysindg + X cosfycospy — Zsinb,
¢ cosfy — Zsin by, binormal,
t = —Xx sin 8, sin ¢4 + X sin 6, cos g + Z cos b,

= ¢sin 0y + Zcosb,, tangent, and,

n = Xcos¢q + ¥sin @y, normal
‘ (14)
unit vectors, respectively. The angle
Hg=tan'1< ada ), (15)
Zoffset
and the geodesic path length
t=1/(a62)? + (Zogtser)2. (16)
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The Fock parameter is calculated for both clockwise and counterclockwise paths. If
the counter-clockwise path corresponds to an azimuthal angular span of ¢a, then the
clockwise path corresponds to 27 — ¢y as shown in Fig. 3(b). The geometric parameters
in equations (14) to (16) are calculated by replacing ¢4 — 27 — ¢4 for the counter-
clockwise and clockwise paths, respectively. More details can be found in [28].

The following manipulation, using the relationship [14, Eq. (5-5)},

g _ (k)
k—k2p§

t
(28)5k3p,5

t
V2kp, §

was used to éimplify the generalized form for C(£) in [16, p. 4-90] for circular cylinders.
In addition, one notes that [16, p. 4-91, Eq. (189b)] can be simplified for a circular
cylinder as .

N

a7

W

"~ [

- kt 2
~ | 2m2¢
= 1L (18)

For a circular cylinder one has the following parameters, that appear in (16) and (17).
These are as given below from [15].

a

Po= Sin? 0, (19

where a is the physical (principal) radius of the circular cylinder. Here p, is the radius
of curvature of the geodesic path as shown in Fig. 3, and is tangent to the geodesic. The

quantity
a

Pr= M (20)

is also associated with the geodesic, and is defined as the binormal radiuus of curvature.
This is normal to py and lie in the tangent plane containing p, and p;. Finally, the quantity

m= (lfgﬂ)g (21)




APPENDIX I1I
HARD (OR TE) SURFACE FOCK FUNCTIONS

In this appendix relevant information regarding the hard (TE) surface Fock functions
are furnished. This presentation includes both small argument and residue series repre-
sentations of the various surface Fock functions denoted generically by v3'(§). These
forms are available in [16]-[18], but no numerical or graphical data are available. The
plots of the Fock functions are obtained here form = 0andn = 0,1,2,and, m =1 and
n = 0. The contour integral form from [17, Appendix I] reads:

elln +3 _ wa(T) + '
(m) _1€‘r n 2
v 2F(n + 2) / {wz('r) } dr. 22)

Bird has evaluated the above integral following the convergent series expansion and the
residue series forms. The various forms for the various m and n values are given next
from [17, Egs. (43)-(46)]. The results for the phasc of the Fock functions show a discon-
tinuity. However, the phase was calculated using the standard intrinsic (ATAN2(Y, X))
function available on FORTAN 77 or 90, and this function returns a value between
—7 < 6 < 4. To conform to the standard notation of defining the angles, the neg-
ative values were converted to their positive counterparts via: § = 2w — |6|, whenever
0<0.

10 -
1.0+ 3 An(—2)%, when¢ <125
vo R "= 10 , (23)
(—gm€)? 3 Z2CETm) when ¢ > 1.25.
m=1 m

The other surface Fock functions are given next.

1.0 - f; Bu(—70)%, when ¢ < 1.25
V1~ @2
2(m€d)3 2 exp(—jT,,), when £ > 1.25,

1.0 + ff Cm(—30)%, when ¢ < 1.25
vy R A (25)
4(71'{5)2 exp(73F) Z 7., exp(—y€t,,), when ¢ > 1.25, '

x/——17r6{1.0+ g Dm(—J€)§i'“'}', when ¢ < 1.25

(n€)? exp(y%—f—) (1 + gé7,,) 22 _’ET , when & > 1.25.

M (26)
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Fig.9. Magnitude and Phase (in degrees) of the TE surface Fock function vo (&) given by (23).

The first derivatives are given by:

7

Vo = é‘lg{vo(f)—vl(ﬁ)}
Vi = 5eln(© - w@) @7
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Fig. 10. Real and Imaginary partsof the TE surface Fock function, vo(£), given by (23).

In (22) to (27), the first ten complex roots of the first derivative of the Airy function
are defined as 7, = || exp(—%) and lie in the 4** quadrant. The various values of ||
are given ihe following table, below. The coefficients Ap,,By,,Cr, and Dy, in (22) to (27),
necessary for calculating the convergent representation in the ‘i’ region (¢ < 1.25),
read: .
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TABLEI
MAGNITUDE OF THE ROOTS OF Ai (2) =

Index: | |op)

P

1 1.018792797
2 3.24819758
3 4.82009921
4 6.16330736
5 7.37217726
6 8.48848673
7 9.53544905
8 10.5276604
9 11.47505663
10 12.38478837
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TABLE II
COEFFICIENTS OF THE CONVERGENT SERIES IN LIT REGION

m|An Bm Cm Dn

1 | 4.43113462726 8.86226925453  x | 0.00000000 x 10~ | 3.76126389032
10—01 ‘ 10—01 ) 10—01

2 | 1.1666666667 5.833333333 x | 5.8333333333 x | 8.3333333333
10—01 10—-01 10—-01 10-—02

3 | 2.42327674928 1.03862139943 x | 3.87724279886  x | 1.46271373512
10702 107% 1079 10792

4 | 4.39814814815 4.83796296296 x | 1.4513888889 x | 2.27864583333
10-—-03 10—-02 10—-01 10—03 )

5 | 7.28425451422 1.01979563199 x | 4.07918252796 x | 3.30851916278
10°% 10-%2 10-%2 10~

6 | 1.12285816943 1.00885888803  x | 9.54429444013 x | 4.56633391204
10-% 10~ 10~ 10~

7 1 1.62748797057 325497594114 x | 1.95208556468 x | 6.03337983082
107% ‘ 10~ 1079 10

8 | 2.23225280182 5.13418144419 X | 3.59392701093 X | 7.65176466954

| |10-% 1079 |10 |10

9 | 2.91130735093 756039011241 X | 6.05551928993 x | 9.32899095284
10—07 10—06 10—-05 10—08

10{ 3.62483587817 1.05120240467 X | 9.46082164204 x | 1.09501952127
1079 1079 10796 1070°

405




- MULTI-BAND, MULTI-POLARIZED SINUOUS
ANTENNAS FOR SATELLITE AND TERRESTRIAL
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'Department of Electrical and Computer Engineering
University of Colorado
Boulder, CO 80309-0425
~ ?Lockheed Martin Space Systems—Aeronautics Operations
12257 State Hwy. 121
Littleton, CO 80127

ABSTRACT

Four and two arm multi-band slot sinuous antennas are proposed.
The four arm geometry produces a split-beam or conical radiation pattern
whereas the two arm geometry radiates with the maximum gain at
broadside. These radiation patterns are well suited for terrestrial and
satellite applications, respectively. Both antennas have narrow bandwidth
regions of concurrent good axial ratio (< 4 dB for circular polarization),
VSWR (< 1.8:1 without complex feed network), good azimuth symmetry
(omnidirectionality / WOW < 3 dB), and gain (= 5 dBic). A distinctive
feature of the proposed antennas is their multi-polarized nature. This is a
result of the “folded” arm geometry and the inability of the aperture to
perform polarization filtering when ambiguous phase progression between
neighboring arms is applied. As a result, both right- and left-handed
circular polarizations are possible on the same antenna, appearing in
different frequency bands. Additionally, when power is equally split between
RHCP and LHCP modes, regions of linear polarization occur (between
circularly polarized bands). Each antenna is fabricated on a RT/Duroid®
5880 (g = 2.2) substrate and has a metallic backed, non-absorptive cavity.
Measured and simulated data are presented and discussed.

1. Introduction

In 1982, Raymond H. DuHamel, the co-inventor of the log-periodic
principle, conceived yet another frequency independent structure, the sinuous
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antenna. Though the first realization was planar, DuHamel gave thorough
descriptions of conical and pyramidal projections of the basic sinuous curve with
additional functionalities and restrictions [1]. A planar sinuous curve is defined
by the following:

M

- ln(;})
@(r) =(-)*a,sin —ln(z_—j—
P

where  is the radial distance from the origin to a point on the sinuous curve with
azimuthal coordinate, ¢. R, is the larger radius of the p™ cell with angular width
denoted as a, and growth rate as 7,. These and other parameters important for the
~ description of the sinuous antenna, such as the angular between sinuous arms (J),
are depicted in Fig. 1. As shown, the inner and outer radius of the P cell define
the sinuous growth rate, 7,= Ry/Rp+1=rp/rp+; < 1. Note that the indexing of cells
and arms begins with the outermost cell or arc as p=1 and increases toward the
center. Additionally, a self-complementary arrangement results in the most
consistent impedance and pattern behavior and is typically utilized in sinuous
antennas.
For a truly log periodic structure, a, and 7, are independent of the cell
. number p, i.e. they are constant throughout the entire structure. A variation of a
log periodic design is a quasi-log periodic design where a, and/or 7, vary with
each cell. Examples of log periodic and quasi-log periodic structures, shown in
Fig. 2, are both self-complementary and with identical defining parameters, with
one exception, (a) has a constant growth rate (z,= 7 = 0.85), and (b) has a varying
growth rate (0.70 <1, <0.93). A simple transform of the polar coordinates of the
structure, ¢(r)=> ¢(In(r)) [2], produces shapes in which the periodicity and self-
complementarity of a sinuous antenna can easily be seen.

Another variation of the sinuous structure defined by Eq. (1) is the folded
spiral. The folded spiral is defined as a continuous line of the same growth rate
but oppositely wound log (equiangular) spirals. Given below are the parametric
equations for generating a normal logarithmic spiral (Eq. (2)), a folded spiral (Eq.
(3)), and the polar conversion including the sinuous parameter, a, (Eq. (4)). A
constant (ro) is the starting radius for the curve. The sinuous and folded spiral
structures are very similar when formed with the same geometric values of growth
rate (7p) and angular width (2(a,+d)). The largest deviation between the two
occurs at the inflection points, or tips, where the curve reverses direction (see Fig.
3).
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While there is little difference in the overall geometry as well as in the
performance, numerical simulations often needed not only for the design but also
for improving our understanding of the antenna behavior, tend to favor the folded
spiral. Excessive manual effort in generating an FE mesh of a sinuous structure is
needed in order to achieve consistent convergence. Shown in Fig. 4 are
conjugate-gradient reached lowest tolerances within 8000 iterations for two
antennas with approximately the same number of finite elements. Since
performance of the two geometries is very similar (at points where the tolerance
was < 0.1), the subsequent studies and design were performed on a folded spiral.
Note that the obtained conclusions are valid for both geometries.

=
xX=r-7,* -cos(p)

B )
y=r-7,” sin(g)
X=r, 7,7 cos(p)| > 3)
Yy =r0.1-pT.Sin(¢)J
r=qx%+3 \
2 (y)} 4)
¢ =—«, -arctan/ —
b4 x)

A traditional sinuous antenna is broadband and can provide two
orthogonal senses of polarization from a single aperture. High frequency
operation limits are determined by the radial distance at which the sinuous
structure begins (feeding region transition) and similarly, low frequencies are
limited by outer diameter of the antenna. However, the finite width of the
radiating regions should be taken into account when determining the frequency
- range. Sinuous antenna research has been primarily oriented toward broadband
four-arm printed/wire structures. They require additional feeding circuitry to

achieve the proper phasing of the individual arms; which adds substaitial cost and
complexity to the overall antenna. Also, an absorbing cavity is required for
proper broadband operation [1, 3-4).

The sinuous antennas proposed here are unique in both operation and
realization. Both two- and four-arm antennas are excited in a way to support a
traveling wave within slots, with significant difference (as will be demonstrated
later) between a dual-linear broadband slot sinuous antenna [7]—the only slot
sinuous antenna publication the authors are aware of. In addition, non-absorptive
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cavities are used to enhance performance [8, 9]. Use of a lossless cavity (unlike
traditional sinuous antennas with lossy, absorptive cavities) contributes to
matched efficiencies over 95% for both two- and four-arm geometries while the
axial ratio is reduced by more than 5 dB. The four- and two-arm geometries
produce a split-beam with a gain null at broadside (mode 2) and a single pencil
beam with maximum gain at broadside radiation patterns (mode 1), respectively.
The former is fed with a single grounded CPW line feed and the latter by a
balanced 0°/180° feed. Antennas like these may be a good choice for applications
requiring flush or conformal mounting as well as multi-band and multi-polarized
performance from a single antenna. The “folded” nature of the slot line and the
inability of the aperature to perform polarization filtering when an ambiguous
phase progression is applied between sinuous arms produce this, previously not
investigated, behavior. That is, there is no physical difference in having a phase
progression that proceeds clockwise or counter-clockwise; the end result remains
the same. For instance with the four arm antenna, a phase progression of (0°,
180°, 360°, 540°)=(0°, 180°, 0°, 180°) is synonymous with the progression of
(0°, -180°, -360°, -540°)= (0°, 180°, 0°, 180°). Without the ability to filter out
one of the available polarizations (as the wrapping sense does for a spiral
antenna), both circularly polarized modes co-exist (modes +2 and -2). The same
is true with the two arm antenna and phase progressions of (0°, 180°) and (0°, -
180°). Two circularly polarized modes (+1 and -1) are possible but no filtering
occurs so they both are sustained. Because of this ambiguity, a unique multi-band
and multi-polarized signature is observed with these antennas.

2. Antenna Realization
2.1 Four-Arm Slot Sinuous Antenna

The four-arm slot sinuous geometry realized in this work consists of seven
bends and six and one half arcs. A constant slot width is maintained by choosing
a variable growth rate (quasi-log periodic structure) for the antenna (z = 0.75 at
innermost arc and 7 = 0.89 at outermost arc). The angles a and d which define the
angular width of the sinuous arm are 45° and 22.5°, respectively, for all cells.
The antenna is chemically etched upon a RT/Duroid® 5880 (g, = 2.2) substrate
and backed by a flat 5 mm deep lossless, air-filled cavity. The maximum
diameter of the radiating aperture of the antenna is approximately 5 cm (cavity
diameter =~ 5.3 cm). ‘

Ambiguous phase progression is accomplished through the use of a non-
radiating co-planar waveguide (CPW) mode excitation at the center of the antenna
as shown in Fig. 5. A pair of metallic pins positioned through vias and connected
to a small, circular metallic disk on the back of the antenna insures correct
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phasing and grounding. This feeding scheme generates 180° phase progression
between adjacent arms of the antenna (0°, 180°, 0°, 180°), or a total phase
progression of 720° with a single port. As discussed above, due to the reversing
direction of the geometry it is possible for both RHCP and LHCP polarizations to
concurrently exist. Because of this and the inability of the aperture to filter one
set of circularly polarized modes, a mixture of oppositely polarized modes occurs.
In this case, the phasing is like that of the +2 modes of a four-arm spiral antenna,
resulting in a modal ambiguity and a unique multi-band, multi-polarized behavior.
The actual realized antenna can be seen in Fig. 6.

The active regions for each operating band are determined by the same

equation as for a sinuous antenna operating in the 2™ mode (note that this antenna
must have at least five arms) [1, 4]:

r2Aa+6)~ A )

TABLE 1 - DETERMINATION OF ACTIVE REGION OF FOUR-ARM SINUOUS ANTENNA BY ANALYZING

INDIVIDUAL SETS OF ARMS.
Section # . Theoretical Active Radius (cm)
®) Slot Center Radius (cm) From (4)
1 22 2.1
2 1.9 ' 1.9
3 1.6 1.7
4 14 1.4
5 1.1 1.1
6 0.9 0.9

where 2(a + J) is, as before, the angular width of a single arm, 7 is radial distance
outward from the center of the antenna, and 1 is the wavelength of the resonant
band. To numerically verify this equation, sets of arcs are examined separately.
More specifically, the circular array of four slots, for each band, is excited with
the same phase progression as the composite (or original) antenna. The FE-BI
model is used to compute their performance at the center of the band was
associated with the minimum value for axial ratio in this frequency swept,
numerical experiment. Simulated results show excellent agreement between the
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central frequency of the composite sinuous structure and each set of four slot
arms. Shown in Table 1 are the radial distances of the slot centers (where the
excitation is applied) and theoretical values for the radiating ring radii of the
composite sinuous antenna obtained from Eq. (5). Although this equation
predicts the theoretical location of the active regions, in simulations of the full
composite geometry, we see that additional resonances can also occur, degrading
the azimuthal symmetry of the far-field pattern (see Fig. 7).

2.2 Two-Arm Slot Sinuous Antenna

The two-arm slot sinuous antenna geometry is composed similar to the
four-arm, but with four bends and four and one half arcs. The realized antenna is
shown in Fig. 8. For the previously stated convergence reasons, a folded spiral
geometry was used rather than the true sinuous (see Fig. 9). The angles a and ¢
are 90° and 45°, respectively (twice the values for the four-arm). A constant
growth rate (r, = 7 = 0.62) was used to allow the slot width to increase
logarithmically toward the outermost arc of the antenna. This is similar to the
traditional printed sinuous antennas with the difference being the printed antennas
are built with at least three arms since the necessary number of arms for
broadband operation is equal to 2m+1. Here m is the total number of desired
modes of operation. Thus for single mode broadband operation we need three
arms, and for dual-mode we need five arms, etc. RT/Duroid® 5880 was again
used as the substrate. The two-arm antenna is backed by an air-filled “stepped”
depth cavity with a smaller cavity depth for the higher frequency radiation regions
(inner regions of the antenna) and a deeper cavity for the lower frequency regions
(outer regions of the antenna). The cavity diameter is approximately 6 cm and 4
 cm is left for mounting and termination of the last arc. Resistors are used on the

outer open-end termination to potentially allow for an additional band. Of course,
if this band is excited it would have reduced efficiency. Note that resistors are not
required for printed structures.
Feeding is accomplished with balanced, dual port, 0°/180° feeds. The
‘modal ambiguity also exists on this antenna—(0°, 180°) phase progression
undistinguished from (0°, -180°)—and we again have a multi-band, multi-
polarized operation. Since, the number of broadband modes for an n-armed
antenna is Y2(n - 1), none can exist for the two-arm antenna.

3. Discussion of Results
Antenna pattern measurements were taken within a finite, untreated,

circular ground plane (diameter ~ 30 cm for four-arm and =~ 50 cm for the two-
arm). Thus, some diffraction effects are expected. Numerical results for both




two- and four-arm geometries were obtained from an in-house finite element-
boundary integral (FE-BI) code [9].

3.1 Four-Arm Slot Sinuous Antenna

Measured and simulated VSWR are compared, with good agreement
between them. There is an approximate 3% frequency shift which is likely due to
discrepancies between the actual fabricated antenna and the model used to
simulate it (Fig. 10). For example, numerical results using a dielectric constant of
about 10% higher produced almost perfect agreement with measurements. To
increase efficiency of the antenna and improve axial ratio, a lossless, air-filled
cavity was used. As can be seen in Fig. 11, an absorptive cavity cannot be used as
it degrades antenna performance dramatically.

There are several bands with return loss better than 10 dB, total antenna
efficiencies greater than 90% (Fig. 12), axial ratios < 5 dB (Fig. 13), and good
azimuthal symmetry (WOW) taken at peak gain elevation angles. For realized
structure these bands occur at normalized frequencies of 1, 1.2, 2.1, and 2.6 and
can be tuned by changing the growth rate, 7,. There is another band at 1.6 but due
to effects of the cavity resonance, WOW>6 dB and return loss > 6 dB. The
measured polarization signature of this antenna can be seen in Fig. 14, where
RHCP and LHCP are represented by the white and black colors, respectively.

Fine tuning can be performed by slight variations in the cavity shape and
dimensions. The elevation angle of maximum gain varies from the theoretical
value of 38° for this mode (for a spiral antenna) by only 1° at all but the third
band. The third band is affected by its close proximity to the cavity resonance
and thus has a larger deviation, about 6°, from the theoretical value. Far-field
patterns for these bands can be seen in Figs. 15 and 16.

3.2 Two-Arm Slot Sinuous Antenna

Using the same numerical and measurement methods, the muilt-band,
multi-polarized two-arm antenna is analyzed. Again we can see specific
frequency bands at which axial ratio, gain, and omnidirectionality are satisfactory.
These bands are clearly related to the sinuous growth rate as can be observed in
Fig. 17 where absorber cavity backed antenna is simulated. As with its four-arm
counterpart, it is also necessary to have a lossless cavity backing with this
antenna. From Fig. 18 it is clear that although the axial ratio trend is much
smoother with an absorber backing, circular polarization hardly exists as the axial
ratio is greater than 8 dB, even at the resonant bands. But with an air-filled
cavity, circularly polarized bands with axial ratio < 3 dB appear. Shown in Fig,
19 is the measured polarization signature of this antenna demonstrated as a
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difference in gains between RH and LH components. Note that, without an
absorptive cavity, resonances can occur and antenna performance degrades. For
the realized structure, this can be seen at a normalized frequency of around 2 in
Figs. 18 and 19. The cavity can also be treated as a series connection of two
coaxial transmission lines with different characteristic impedances. Knowing the
depths of the cavity (length of coaxial line) we can use conventional transmission
line equations to determine at what frequency the shorted load of the cavity
backing becomes an open. The result of this analysis can be seen in Fig. 20. Note
that the frequency of the cavity resonance as determined from the transmission
line model corresponds approximately to the resonance location as determined
from the FE-BI model.

Circularly polarized and narrow bands are obtained at normalized
frequencies of 1.0, 1.8, and 2.3. In addition, linearly polarized bands occur
between these CP bands at normalized frequencies of 1.4 and 2.0. The far-field
patterns at each band can be seen in Fig. 21a-b. The maximum gain for each band
is at broadside with cross-polarizations at 6=0° of at least 15 dB for CP bands.
Also shown in Fig. 21c are the patterns of LP bands (between CP bands) for both
E and H planes.

As with the four-arm antenna, the band frequencies can be tuned by
changing the positions of the arms, i.e. by modifying the growth rate, 7, and fine-
tuned by changing the dimensions of the cavity. One example is shown in Fig.
22. Here, the depth of the cavity is varied between 2 and 4 mm and the result on
matched gain and axial ratio can be seen. The cavity resonance location can be
shifted by about 13% whereas the axial ratio for the middle band only shifts by
about 1%.

4. Conclusions

Two unconventional slot sinuous antennas are proposed. One with four
arms and a conical radiation pattern and the other with two arms and a broadside
beam pattern. Applications requiring orthogonal polarizations in separate bands
from a single conformal or flush-mountable antenna can benefit form these
designs. The split-beam pattern would be favorable for terrestrial uses and
likewise, the normal mode pattern for satellite and space applications. With
physical scaling of these antennas as well as careful designing of the locations of
the slots (specifically the growth rate, 7), many frequency ranges can be
accommodated. :

High efficiency, multiple resonant bands with good axial ratio and
omnidirectionality, and alternating polarization between bands are common in
both the two- and four-arm geometries. Additionally, the linearly polarized bands
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occurring between the circularly polarized bands provide additional functionality
for this configuration.

S. Future Work

While neither design is optimized for a specific application, the potential
for further progress exists. For instance, a cavity depth with a logarithmic growth,
to match that of the antenna, has the prospect to improve performance. For easier
modeling and fabrication, the cavity should be initially conical (linear growth).
The use of absorptive cavity walls in numerical analyses has been shown to
eliminate effects of the cavity resonance. This can also be easily incorporated
into the fabricated design using commercially available absorber material or other
techniques typically used with spirals.

The sinuous structure-to-feed transition is another aspect of design that
needs further investigation. Rather than arbitrarily choosing a convenient
geometrical transition at the center, a specifically designed region to match the
sinuous structure should be considered. One technique is to design this structure
in logarithmic space to match the period of the sinuous geometry but slowly
reduce the angular width of the arm (by reducing a,) and then reverse transform it
back to physical space. The reduced arm width should allow for easy placement
of the feed in the realized antenna while still maintaining some pre-defined log-
periodic characteristics.
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Fig. 1-Four-arm slot sinuous antenna with description of geometric parameters.
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Fig. 2 - Identical four-arm printed sinuous antennas except for: (a) constant growth rate
of 0.85 (b) varying growth rate from 0.70 (inner-most) to 0.93 (outer-most) to maintain
constant slot width. Periodicity and self-complementarity can be seen in the bottom
figures where x-axis is In(r) and y-axis is ¢ [2].
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3 o i 2
Fig. 3 - Comparison between sinuous curve and folded spiral curve. Essentially main

difference is at each bend, the sinuous has smooth transitions between neighboring arcs as
opposed to sharp corners associated with the folded spiral.
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Fig. 4 - The simulation convergence history of the two-arm folded spiral and true sinuous
geometries. Plotted are the minimum tolerances that iterative solver converged to within the
first 8000 iterations. Total number of finite elements was approximately 9500 per layer for
the folded spiral and approximately 9700 per layer for the sinuous. Automatic meshing of
Comsol’s FEMLAB® [5] was used to generate appropriate meshes. Simulations were
performed with FE-BI code [6].
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Fig. § - Feeding method of four-arm slot sinuous antenna.
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Fig. 6 - Realized four-arm slot sinuous antenna.
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Fig. 7 - Electric field magnitudes within the slots of the four-arm antenna showing
finite width active region as well as additional regions when slot fields (magnetic
currents) strongly radiate.
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Fig. 8 - Realized two-arm slot sinuous antenna.
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Fig. 9 - (top) Defining sinuous curve and associated folded spiral curve for the two-arm

sinuous antenna. (bottom) Logarithmic space transform for the realized antenna using
folded spiral geometry to facilitate good numerical computation convergence.
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Fig. 10 - Simulated and measured VSWR for the four-arm antenna.

Fig. 11 - Far-field patterns for an individual band for the four-arm slot sinuous
antenna. Dashed lines denote RHCP, solid lines are LHCP.
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Fig. 12 - Mismatch losses account for a majority of the total losses in the four-arm antenna.
Without taking into account these losses antenna efficiency is > 90% over the entire
bandwidth.
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Fig. 13 - Axial ratio at an elevation of 45° for the four-arm antenna.
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Fig. 14 - Measured polarization signature of the four-arm antenna. Cross polarization
difference is plotted with RHCP as white and LHCP as black.
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Fig. 15 - Comparison of simulated and measured pattern for RHCP and LHCP for the first
resonant band at normalized frequency of 1.0.

Fig. 16 - Simulated far-field patterns for the four-arm antenna for each band in normalized
frequency, clockwise for top left: 1.2,2.1,2.6. Note the reversing polarization handedness
with adjacent bands. Dashed lines correspond to LHCP and solid lines correspond to

RHCP.
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bands (signified by dashed vertical lines) are approxlmately equal to the
sinuous geometric growth rate, = 0.62.
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18 - Comparison of axial ratio between two-arm antenna with an absorptive cavity
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19 — Measured polarization signature of the two-arm slot sinuous antenna. Cross

polarization difference is plotted with RHCP as white and LHCP as black.
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Fig. 20 - The location of the cavity resonance can be seen by treating the stepped cavity as
. two series coaxial transmission lines with different characteristic impedances.
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Fig. 21 - Far-field patterns of the two-arm slot sinuous antenna, (a) comparing numerical
and measured results for the middle CP band, (b) numerical results from other CP bands,
and (c) numerical results of the two linearly polarized bands for both E and H planes. For
CP patterns, dashed lines denotes RHCP and solid, LHCP.

431




Magnitude (dBic)

Magnitude (dB)

o[04 0.4]
| ~--{0.4 0.6]
of-- ---[0:6 0.4]|"
—1[0.6 0.5]
10— 15 5

i
:
H
i
i
t

17 176 18
Normalized Frequency

(b)

Fig. 22 - By changing the dimensions of the cavity for the two-arm antenna, the position of
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the cavity resonance gain null (a) can be moved as well as individual locations of the
resonance bands of low axial ratio (b) can be fine-tuned.
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Low Q Electrically Small Linear and Elliptical Polarized Spherical Dipole
Antennas
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Abstract: Electrically small antennas are generally presumed to exhibit high impedance
mismatch (high VSWR), low efficiency, high quality factor (Q); and therefore narrow

. operating bandwidth. For an electric or magnetic dipole antenna there is a fundamental

lower bound for the quality factor which is determined as a function of the antenna’s
occupied spherical volume. In this work, the quality factor of a resonant, electrically small
electric dipole is minimized by allowing the antenna geometry to utilize the occupied
spherical volume to the greatest extent possible. A self-resonant, electrically small electric
dipole antenna is presented that exhibits an impedance near 50 Ohms, an efficiency in
excess of 95% and a quality factor that is within 1.5 times the fundamental lower bound at
a ka value less than 0.27. Through an arrangement of the antenna’s wire configuration,
the electrically small dipole’s polarization is converted from linear to elliptical (with an
axial ratio of 3 dB), resulting in a further reduction in the quality factor. The elliptically

~ polarized, electrically small antenna exhibits an impedance near 50 Ohms, an efficiency in
-excess of 95% and it has an omnidirectional, figure-eight radiation pattern.

[y

1. BACKGROUND

~ In their early work on electrically small antennas, Wheeler and Chu equated the small electric

dipole to a lossy capacitor of a given effective height and effective cylindrical area. The input or
feed point radiation resistance of the small dipole antenna is proportional to the square of its
effective length [oc (l/,l)z] while its quality factor is inversely proportional to its effective volume
[1] = [3]. For small dipole antennas of the same effective length, an increase in the effective

~ cylindrical area decreases the antenna’s quality factor [4]. In this work, a dipole is considered to

be electrically small when ka < 0.5, where k is 2n/A and a is the radius of an imaginary sphere
circumscribing the maximum dimension of the dipole [5].

The quality factor of a tuned antenna is defined by the ratio of reactive energy to accepted power
(power loss within the antenna plus radiated power):

\_ W (@) :
O(a,) ———P_(_a—);T 1)

where ay is the tuned radian frequency. The tuned antenna’s quality factor can also be
determined directly from the antenna’s untuned feed point impedance properties [6]
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where R(w) and X(w) are the frequency dependent feed point resistance and reactance,
* respectively, and R {e) and X{«) are their frequency derivatives. The antenna’s quality factor
and effective volume are related by [2]

1
r=%[59§]’ - 3)

where 7 is the radius of a sphere defining the effective volume of the antenna. The lower bound
on the quality factor of an electric or magnetic dipole antenna is given by [7]

1 1 '
Op=1"—=*1 @
16 ( )3 ka |
‘where 7 is the frequency dependent radiation efficiency of the antenna. 4

The work presented here is an extension of previous work in which an electrically small folded
spherical helix monopole antenna was described [8]. A 4-arm folded spherical helix monopole
configuration is simply-converted to a dipole configuration that exhibits a matched input
impedance (relative to a characteristic impedance of 50 Ohms), high efficiency and vertical
linear polarization for ka = 0.27. The wire geometry of the linearly polarized folded spherical
helix dipole is then rearranged such that elliptical polarization, with 3 dB axial ratio, is achieved.
~ As a result of being elliptically polarized, there is a corresponding reduction in quality factor.

2. THE LINEAR POLARIZED FOLDED SPHERICAL HELIX

The 1-turn, 4-arm folded spherical helix (FSH) monopole from.[8] is depicted in Figure 1. This
antenna has a height of approximately 6 cm and a wire diameter of 2.6 mm. The arm length in
the 1-turn configuration is approximately 31 cm. There is a single feed point at the base of one
of the individual arms. The remaining three arms are connected to ground. The simulated and
measured 1mpedance of this antenna is depicted in Figure 2. The simulations were performed
using the NEC4 engine of EZNEC Pro [9]. The agreement between simulation and measurement
over this wide range of frequencies provides sufficient confidence in NEC’s capablllty in
modeling these antenna configurations. The 4-arm FSH monopole exhibits a first series resonant
frequency (where X{@ > 0) at approximately 300 MHz with a resonant resistance of 43.1
Ohms. The quality factor of the FSH monopole is approx1mately 32, which is within 1.5 times

the lower bound on Q for ka = 0.38.
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Flgure 1. Depiction of the electncally small 1-turn, 4-arm, folded spherical helix monopole. The antenna height is
5.77 cm and the wire diameter is 2.6 mm. The antenna exhibits a first series resonance at 300 3 MHz with a
resonant resistance of 43.1 Ohms.
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Figure 2. Sunulated and measured impedance of the 1-turn, 4-arm, folded spherical helix monopole antenna
-depicted in Figure 1. :
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Converting the 4-arm FSH monopole into a dipole configuration is simply a matter of replacing
the ground plane with a mirror image of wire below the antenna feed point as illustrated in the
FSH dipole configuration of Figure 3. When the ground plane is replaced with mirror image
wires, the resonant frequency of the antenna remains effectively unchanged but there is the
expected 2 times increase in resonant resistance from 43.1 Ohms to 86.2 Ohms, which is not as
well matched to a characteristic impedance of 50 Ohms. Since the resonant resistance of the
antenna is directly proportional to the square of its overall length, it follows that the overall
length of the antenna can be reduced to decrease the resonant resistance to 50 Ohms. At the
same time as the overall length of the antenna is decreased, the individual arm lengths must be
adjusted so that the resonant frequency of 300 MHz is maintained. In this case, the overall
length of the FSH dipole is reduced from approximately 12 cm to 8.36 cm. The wire length in
each individual arm is increased by approximately 2.6 cm. This antenna has a single feed point
in one of the vertical arms at the center point in the antenna’s geometry.

Figure 3. Depiction of the electrically small 4-arm spherical helix dipole antenna. The antenna has an overall length
of 8.36 cm and is resonant at 299.9 MHz with a resonant resistance of 47.5 Ohms. . ‘

The FSH dipole antenna is self-resonant at 299.9 MHz with a resonant resistance of
approximately 47.5 Ohms. The antenna’s quality factor is 87.3. This increase in @ is expected

with the decrease in occupied volume. The antenna has an efficiency of approximately 97.4%.
Using Eq. (4), the lower bound on @ is determined to be approximately 57.3. The quality factor
of the 4-arm FSH dipole is within 1.52 times the lower bound on Q for an electric dipole at ka =

0.263.
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The antennas depicted in Figures 1 and 3 are equivalent to electric monopoles or dipoles because
they exhibit a single resonance within their bandwidth consistent with a series RLC circuit and
they exhibit a vertically polarized, omnidirectional radiation pattern consistent with that of a
straight-wire monopole or dipole antenna. The horizontal polarized component of radiation
(directivity) is significantly diminished because the horizontal components of current within the
wire geometry effectively cancel. -The radiation pattern of the 4-arm folded spherical dipole is
depicted in Figure 4. The gain of the antenna including the affects of copper loss is 1.9 dBi.

180

| = Vertical Polarization
------ Horizontal Polarization

W

270

Figure 4. Radiation pattern of the 4-arm folded spherical helix dipole at 299.9 MHz. The antenna exhibits an
omnidirectional, linearly polarized radiation pattern consistent with that of an electric dipole. The antenna has a
gain of 1.9 dBi.

‘3. THE ELLIPICALLY POLARIZED FbLDED SPHERICAL HELIX

The 4-arm folded spherical helix dipole depicted in Figure 3 exhibits linear, vertical polarization
because the horizontal component of current within the upper and lower dipole arms effectively
cancel, diminishing the horizontal polarized radiation, as was depicted in Figure 4. With a
rearrangement of wire within the lower dipole arms relative to the upper dipole arms, the
horizontal component of current can be made to add constructively, re-enforcing the radiation of
linear, horizontal polarization. *Circular polarization is achieved when the linear vertical and
~ horizontal polarizations are equal in amplitude and 90 degrees out-of-phase.

A rearrangement of wire that re-enforces the radiation of horizontal polarization is depicted in
Figure 5. Additionally, the horizontal polarization is 90 degrees out-of-phase with the vertical
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“polarization at all angles, resulting in elliptical polarization. The level of horizontal polarized
radiation is approximately 3 dB less than the vertical polarized radiation, resulting in an axial
ratio of 3 dB. The radiation pattern of this antenna is depicted in Figure 6. The antenna is
resonant at a frequency of 301.3 MHz with a resonant resistance of 61.5 Ohms, which is slightly
higher than that of the linear polarized configuration. However, the VSWR with respect to 50
Ohms is less than 1.5:1. The efficiency of the antenna is 98.7%. It has a calculated “circular”

polarized gain of approximately 1.7 dBic.

Figure 5. Depicﬁon of the elliptically polarized, electrically small, 4-arm folded spherical helix antenna. The
antenna has an overall length of 8.36 cm and is resonant at 301.3 MHz with a resistance of 61.5 Ohms.

The lower bound on the quality factor for a circular polarized antenna is less than that of a linear
polarized antenna and is expressed as [7]

| 1l 1,2 ‘ -
Qu,cp =77§ (—kx‘*g , ' )

The quality factor of the elliptically polarized antenna configuration of Figure 5. would be
approximately % of the quality factor of the linear polarized antenna configuration depicted in
Figure 3 if its axial ratio were 0 dB, where the vertical and horizontal components each contain
Y, the radiated power. With an axial ratio greater than 0 dB, the reduction in quality factor
would be between % and 1 as a direct function of the ratio of power contained in the vertical and
horizontal polarized components. The circular polarized antenna of Figure 5 has an axial ratio of
3 dB and the vertical polarized component of radiation contains 2/3 of the total radiated power.
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With this ratio of power distribution between the vertical and horizontal polarization components
it is expected that the quality factor of the circular polarized antenna would be reduced by
approximately 2/3 (66.67%). Using Equation (2), the quality factor of the circular polarized
antenna of Figure 5 is found to be 61.7, a 70.7% reduction. The lower bound on the quality
factor for the elliptically polarized antenna calculated using Equation (5) is approximately 31.
The quality factor of the elliptically polarized antenna is approximately 2 times the lower bound
for a circular polarized antenna at ka =~ 0.263.
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Figure 6. Radiation pattern of the circular polarized 4-arm folded spherical helix dipole at 301.3 MHz. The antenna
exhibits an omnidirectional, elliptically polarized radiation pattern w1th a axial ratio of 3 dB. The antenna has a gain
of 1.7 dBic.

4. DISCUSSION

An electrically small dipole antenna can be made to achieve self-resonance through an increase
in total wire length while maintaining a fixed height and a fixed occupied volume. As the overall
length of the dipole decreases relative to the resonant wavelength, the resonant resistance
decreases in proportion to the decrease in (/4)>. Multiple folded arms are used in the
configurations presented here to match the antennas to a 50 Ohm characteristic impedance. To
reduce the quality factor, the multiple folded arm configurations are also conﬁgured to take
advantage of and occupy the full spherical volume for a fixed value of ka.

The 4-arm folded linear polarized spherical dipole presented exhibits self resonance at 300 MHz,
occupying a volume where ka ~ 0.263. It has a resonant resistance of 47.5 Ohms, an efficiency
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of 97.4% and a Q of 87.3, which is within 1.5 times the theoretical lower bound on Q for an
electric dipole. Through an arrangement of wire geometry, the horizontal currents within the
antenna are configured to add constructively resulting in a significant increase in horizontally
polarized radiation. This electrically small antenna is circularly polarized with an axial ratio of 3
dB. It exhibits resonance near 300 MHz having a resistance of 61.5 Ohms, an efficiency in
excess of 98% and a quality factor within 2 times the lower bound on quality factor for a

circularly polarized antenna at a ka = 0.262.
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~ Abstract: This paper presents an interim status of ongoing work in the development of an

efficient, broadband, small disk loaded folded monopole. The objective of this work is to
develop a small monopole antenna having a height less than 1/10 of the wavelength at the
lowest operating frequency and a 2:1 VSWR bandwidth in excess of a 3:1 frequency range.
A simple, single feed point design is presented for a disk loaded folded monopole that has a
height of approximately 1/12 of the wavelength at the lowest operating frequency and a 2:1
VSWR bandwidth covering a 2.9:1 frequency range. The design is accomplished without
the benefits of dielectric or resistive loading so that the antenna maintains high radiation
efficiency over its operating band. A discussion of other techniques used to design small
disk loaded folded monopoles is also presented.

1. BACKGROUND

Recently, there has been increased interest in the development of wideband and ultra-wideband
dipole and monopole antennas. Specifically, there has been significant focus on developing
antennas that operate in the 3.1 to 10.6 GHz frequency range (a 3.42:1 frequency bandwidth) as
this spectrum has been allocated by the FCC as part of what has been designated Ultra Wideband
(UWB). Although achieving a wide impedance bandwidth is many times the primary design

‘consideration, other performance characteristics such as polarization purity and radiation pattern

shape over the entire operating band are significant and must be considered. In UWB systems,
which use pulse encoding schemes, transmitted and received pulse fidelity is perhaps the most

important consideration. This requires the antenna designer to consider the antenna’s Time

Delay Impulse Response and the uniformity of the antenna’s gain, radiation pattern, and phase
center displacement as a function of frequency.

The work presented here is aimed at the development of a small, broadband disk loaded folded
monopole antenna. The range of frequency coverage is not specifically concerned with the
UWRB band and the antenna’s pulse fidelity is not considered. The UWB band is notable in that
it has increased commercial focus on the development of wideband antennas. This section
provides a brief background discussion on several techniques used in the design of small and
broadband monopole antennas.
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1.1 Broadband Planar Mbnopole Antennas

The development of many broadband monopole antennas is based on a number of well known
design techniques. One of these is the use of planar elements derived from a number of
geometric configurations, such as the bicone or bow-tie [1], square or rectangle [2] - [3], circle
[4] and “volcano” or inverted cone shapes [5] - [6], as illustrated in Figure 1. While having
different geometric shape, the design principles associated with these antennas are essentially the
same. For a fixed height and width, each of these basic shapes can be used to design an antenna
offering similar bandwidth performance. 2:1 VSWR bandwidths in excess of 5:1 or even 10:1
are common with a number of planar monopole configurations. Near the lowest range of their
operating band, these planar, broadband monopole antennas generally exhibit omnidirectional
‘azimuth coverage with reasonable, single lobe elevation coverage. Near-the upper range of their
operating band they may exhibit pattern degradation since the antenna occupies a larger volume
with respect to the shorter operating wavelengths.

As an example of a simple planar monopole design, consider the tapered, planar monopole
antenna depicted in Figure 2, which a combination of tapered rectangle and inverted cone shapes.
This antenna exhibits a VSWR less than 2:1, with respect to a 50 Ohm characteristic impedance,
from 1.88 GHz to a frequency in excess of 10 GHz. Simulated (Microwave Studio) and
measured VSWR for this antenna are presented in Figure 3. At the lowest end of the operating
band, the planar monopole antenna has a height of approximately 0.23A, which is typical of
many planar monopole antenna configurations. While a 2:1 VSWR is typically used to define
~ the operating bandwidth of many antenna designs, a large number of commercial
communications systems, IEEE Standard 802.11 for example, require the system antenna to
exhibit a VSWR less than 1.5:1 over its operating band. ’

'1.2 Disk Loaded Folded Monopole Antennas

Two common design techniques used in the development of small and broadband monopole
antennas include the use of a capacitive top-hat or “disk” and the use of a single or multiple
shunt connection to ground. The capacitive top-hat [7] increases the capacitance to ground,
reducing the cylindrical monopole’s feed point capacitive reactance, thereby reducing its
resonant frequency. Alternately, the overall height of the cylindrical monopole can be reduced
while maintaining a fixed resonant frequency. While simple disk or top-hat loaded monopoles
offer lower resonant frequency or reduced height, there is a direct trade-off in a corresponding
reduction of the resonant radiation resistance. However, small capacitive top-hat configurations
offer higher radiation resistance relative to other design approaches that may be used to decrease
antenna height such as inductive loading (increased wire length as an example). The use of
single or multiple shunt connections to ground is derived from the basic principles of folded
monopole and folded dipole antennas [8]. Single or multiple connections to ground significantly
increase the radiation resistance of small antennas, which typically have resistances much less
than 50 Ohms.

In many instances, both of these design techniques are incorporated into the design of small and
broadband monopoles as illustrated by the disk loaded folded monopole configuration depicted
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in Figure 4 [9]. While this antenna was studied in 1956, the author of [9] (E. W. Seeley)
references publications dating back to 1946 that describe the properties of disk loaded folded
‘monopoles [10] — [12]. (Note: the author did not have access to these references but decided to
include them via Seeley’s paper as they establish a significant timeline in the development of disk
loaded folded monopoles.)

The disk loaded folded monopole antenna depicted in Figure 4 exhibits minimal VSWR at a
frequency where its overall height is approximately 0.095A. The 2:1 VSWR bandwidth is
approximately 14%. As the height of the disk loaded monopole decreases relative to the
operating wavelength, there is an inherent decrease in the achievable operating bandwidth. This
trade-off in height versus operating bandwidth is the significant design challenge associated with
these antennas. :

A notable design in the discussion of small broadband antennas is the multi-element monopole

antenna designed by Georg Goubau [13] — [14]. The Goubau antenna, depicted in Figure 5, has

a height of 4.3 cm and a disk diameter of 12.3 cm. It has a 2:1 VSWR bandwidth covering a

frequency range of approximately 470 — 890 MHz (1.9:1 bandwidth). The Goubau antenna has a
height of approximately 0.067A at its lowest operating frequency.

Friedman [15] described a double-tuned disk loaded monopole comprised of a conductive
- biconical center post and two structural side posts located under the disk as illustrated in Figure
6. This antenna has a height of 6.48 cm and a disk diameter of 18.44 cm. This antenna exhibits
a 2:1 VSWR bandwidth covering a frequency range of 327 — 610 MHz (1.9:1 bandwidth). The

" Friedman anténna has a height of approximately 0.071A at its lowest operating frequency.

2. DISK LOADED FOLDED ANTENNA DESIGN

The first antenna considered is a simple disk loaded planar monopole depicted in Figure 7. The
maximum antenna height was chosen to be 6.8 cm and the maximum allowable disk diameter
was chosen to be 18 cm. In the configuration of Figure 7 a disk diameter of 16 cm was. used.
The width of the planar monopole section is 5 cm and the bottom spacing above the ground
" plane is 4 mm. The planar monopole section is spaced 1 cm from the edge of the top disk. With
this configuration, a resonant frequency of 276 MHz is achieved with a resonant radiation
resistance 6.3 Ohms. The results presented in this section were simulations obtained using
Microwave Studio. '

The next step in the design process is to increase the radiation resistance of the antenna from 6.3
. Ohms to a value closer to 50 Ohms. This is accomplished by introducing a shunt or folded
connection ground as illustrated in thé configuration shown in Figure 8. In this case, the shunt
connection is another rectangular section 5 cm in width. It is spaced 1 cm from the edge of the
top disk. This configuration exhibits a first resonant frequency of 472 MHz with a resonant
resistance of 48 Ohms. Without optimizing the placement or width of the shunt connection to
gtoun’d, the antenna exhibits a 2:1 VSWR bandwidth covering 411 — 595 MHz, a 44.7%
bandwidth. (Note: If a simple, thin, straight-wire folded monopole configuration were
considered, where the monopole and the folded connection to ground were very closely spaced,
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the radiation resistance would have increased by a factor of approximately 4 and the resonant '
frequency would have been relatively unchanged.)

Considering the impedance of the antenna, as shown in Figure 8, it is evident that a better
impedance match to 50 Ohms can be accomplished if a matching network comprised of a
parallel capacitor and a series inductor were used placed at the antenna feed point. Rather than
using lumped circuit elements, this matching network topology can be implemented with the
"antenna geometry as shown in Figure 9. An increase in parallel capacitance is accomplished by
increasing the width of the planar monopole near the ground plane. The series inductance is
accomplished by extending or increasing the height of the point of connection between the feed
line center conductor and the planar monopole. This is implemented by cutting the two vertical
slots in the planar monopole section near the center conductor, as illustrated in Figure 9. The
improved impedance match is evident in the Smith chart shown in Figure 9. With this
configuration, the antenna exhibits a 2:1 VSWR bandwidth covering a frequency range of 394 —
1085 MHz, a 2.75:1 bandwidth. :

_ The next step in the design effort is to improve the impedance match at both the upper and lower
ends of the frequency bands, thereby increasing the antenna’s 2:1 VSWR bandwidth. It is very
important to note that improving the impedance match at the low end of the band is considered to
be the primary objective. At the low end of the operating band, the antenna is small and-the
radiation patterns are typical of those exhibited by a straight-wire monopole. At the upper end of
the band, the antenna dimensions start to become a significant proportion of the operating
wavelength. As this occurs, the radiation patterns of the antenna degradé quickly. At very high
frequencies there may be considerable lobing and nulling in both the azimuth and zenith
radiation patterns. '

In the next antenna configuration considered, the top disk diameter is increased to 18 cm to
improve the impedance match at the low end of the operating band. Additionally, two cut-outs
are introduced into the top disk to improve the impedance match in the mid to upper end of the
operating band. The two cut-outs in the top disk introduce additional resonances near the upper
end of the band. A depiction of this configuration is illustrated in Figure 10. A Smith Chart and
VSWR curve for this configuration are presented in Figure 11. This antenna exhibits a 2:1
VSWR covering a frequency range of 374 — 1093 MHz, a 2.9:1 bandwidth. This antenna has a

height of 0.085A at its lowest operating frequency.

Another version of this type of antenna was designed with dimensions exactly matching those of
the Goubau antenna, having a height of 4.3 cm and a top disk diameter of 12.3 cm. This antenna
and the corresponding VSWR curve are presented in Figure 12. This antenna has a 2:1 VSWR
bandwidth covering 554.5 — 1400 MHz, a 2.5:1 bandwidth. This antenna has a height of 0.08\ at
its lowest operating frequency. o

A performance comparison of the disk loaded folded monopoles presented here and the Goubau
and Friedman antennas is presented in Table 1.
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2:1 VSWR

Antenna Height (cm) and Top Disk 2:1 VSWR.

(A) at Lowest Diameter (cm) Frequency Frequency

Operating Coverage (MHz) Bandwidth

Frequency

- Goubau [14] 4.3 cm; .067A 12.3 470 - 890 1.9
Friedman [15] 6.48 cm; .071A 18.42 327 - 610 1.9
Antenna -Figure 9 6.8 cm; .09A 16 394 - 1085 2.75
Antenna - Figure 10 6.8 cm; .085A 18 374 - 1093 2.92
Antenna - Figure 12 4.3 cm; .08\ 12.3 554 - 1400 2.9

3. DISCUSSION

Progress in the development of a simple disk loaded folded monopole has been presented. The
performance properties presented were simulated results obtained using Microwave Studio.
Future work includes simulating the Goubau antenna using Microwave Studio and fabricating
several of the de31gns presented here so that their performance can be measured. Further work is
to be directed at improving the impedance match of these antennas at the low end of their
operating band.
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Planar Bow-Tie Monopole Planar Tapered Square Monopole

Planar Circular Monopole Planar Inverted Cone Monopole

Figure 1. Depictions of typical geometries used in the design of broadband, planar monopole antennas. These
geometries include the bow-tie, square or rectangle, circle and the inverted cone. For a fixed height and width, these
basic geometries can be used to design antennas that offer similar bandwidth performance. 2:1 VSWR bandwidths
in excess of 5:1 or 10:1 are possible with these configurations.

' Figure 2. Depiction of a simple planar monopole antenna having a height of 3.6 cm and a width of 2 cm. This

planar monopole antenna has a 2:1 VSWR bandwidth in excess of 7.5:1.
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Figure 3. Simulated (Microwave Studio) and measured VSWR for the planar monopole antenna depicted in Figure
2.
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Figure 4. The disk loaded folded monopole antenna studied by Seeley in 1956 [9]. The VSWR for the antenna
when Dy/D,; = 1 and s = 2.5 inches is also presented. The antenna exhibits minimum VSWR at a frequency where its
overall height is approximately 0.095A. The 2:1 VSWR bandwidth is approximately 14%.
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Figure 5. Depiction and measured VSWR of the Goubau multi-element monopole antenna [14]. The Goubau

antenna exhibits a 2:1 VSWR bandwidth of approximately 1.9:1. The antenna has a height of 0.067A at its lowest
operating frequency. _
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Figure 6. Depiction of Friedman’s double-tuned disk loaded folded monopole antenna exhibiting a 2:1 VSWR
bandwidth of approximately 1.9:1. The antenna has a height of 0.071A at its lowest operating frequency [15].
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Figure 11. Smith chart and VSWR curve for the disk loaded folded monopole antenna depicted in Figure 10.

472




10

-

Figure 12. Depiction and VSWR curve of a disk loaded folded monopole antenna having dimensions matching
those of the Goubau antenna [14]. This antenna exhibits a 2:1 VSWR bandwidth covering 554 — 1400 MHz,.2 2.9:1

bandwidth. The antenna has a height of 0.08) at its lowest operating frequency.
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